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Dear Participant,

We would like to welcome you at GraphiCon'2010, a major international conference on Computer Graphics,
Computer Vision, Image and Video processing in Russia. This anniversary 20th event will be hosted by the
Saint-Petersburg State University of Information Technologies, Mechanics and Optics on September 20-24,
2010.

This year we have a strong program consisting of scientific papers, carefully selected by International Program
Committee for oral presentations, young scientist school and special interest session on biometry. Keynote talks
will be given by Dr. David Kirk (NVidia Fellow), Prof. Tomas Akenine-Mdéller (Lund University) and Prof.
Marcus Gross (ETH Zurich).

The International Program Committee was formed of 56 members representing 14 countries all over the world.
Being top experts in the respective areas, all of them have done a good job reviewing on average 6 papers out of
113 submitted. We express thanks to the committee members, who served at considerable personal sacrifice and
with impressive collective wisdom. The final decision was based on at least two reviews of each manuscript and
ended up with 48 works selected for oral presentation and 6 papers for biometry special session. Also we have
decided to organize a young scientist school, where 15 papers will be presented.

Keeping traditions, this year GraphiCon has not only scientifical, but also extensive educational program
consisting of 2 full-day tutorials and master classes for both undergraduate and PhD students, researchers and
engineers of various companies that are interested in computer graphics topics. We would like to thank lecturers
for their willingness to share state-of-the-art knowledge in the respective fields.

We would also like to thank our main sponsors - Intel Corporation, NVidia and Microsoft, volunteers organized
by Graphics and Media Lab, LMSU, and everyone who made this event happen.

We do hope you will enjoy the conference,
Anton Konushin, on behalf of GraphiCon'2010 Organizing Committee

10 GraphiCon'2010



Technical
Section

GraphiCon’2010

September 20-24, 2010
Saint-Petersburg, Russia






English
Section



Section 1. Geometry Processing

Adaptive Data Hiding: A Hybrid Based High-capacity Approach for 3D
Models

Shih-Chun Tu, Charlie Irawan Tan and Wen-Kai Tai
Department of Computer Science and Information Engineering
National Dong Hwa University, Taiwan, Republic of China.
tusjtu@ms01.dahan.edu.tw, d9421003 @ems.ndhu.edu.tw, wktai @mail.ndhu.edu.tw

Abstract

A hybrid data hiding approach, combining permutation steganog-
raphy and the spatial domain approach, is proposed in this paper.
Message is partially embedded in the cover model by permutation
steganography first, and then the rest of message is embedded in the
vertex by modifying vertex position limited in a voxel. The num-
ber of bits to be embedded in the vertex is adaptive in light of the
degree of model distortion and visual perception to the stego model
preferred.

As compared with previous data hiding methods for 3D models,
our capacity is up to twice as large as that of previous work. Also,
with the adaptability, the proposed hybrid approach is flexible with
a tradeoff between capacity and distortion. Both embedding and
extraction procedures are simple to implement and running effi-
ciently.

Keywords: data hiding, spatial domain, permutation steganogra-
phy.

1. INTRODUCTION

Steganography, the art of hiding one message in another, has been
used over many centuries. Steganography ranges from simple hid-
den messages that can be deciphered by shifting each letter by a
number of positions in the alphabet to watermarks that can be ex-
tracted from an image by a specific method, and has been applied
widely in many topics related to information security. Steganogra-
phy has even been used recently in 3D data, with similar purposes
to those of 2D data.

In this paper, we propose a hybrid approach for data hiding based
on permutation steganography and the vertex modification in the
spatial domain. The 3D model consists of the vertex set and face
set. The permutation steganography by Tu et al. [1] is applied to
embed message in the vertex and face. Namely, the vertex permu-
tation and the face permutation represent the embedded message.
Then, we modify the position of the vertex in the vertex permuta-
tion within a range inside a predefined voxel to further embed more
bits in each component of the vertex. The axis aligned bounding
volume composed of voxels is built for the cover model. The voxel
is subdivided into a number of units in each dimension as well.
The unit where a vertex is located at inside the voxel indicates the
embedded message bitstream for each dimension. Eventually, one
part of the message is embedded in the first embedding stage, and
another in the second. When extracting the message, either the ex-
traction procedure of permutation steganography [1], or modifying
vertex position can be applied first. Message extracted by the proce-
dure of modifying vertex position is the second part of embedding
message, and, of course, by that of permutation steganography is
the first part.

The permutation steganography is distortionless for the stego
model, but modifying vertex position causes model distortion re-
lated to the number of bits to be embedded in and the scale of
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the cover model. Therefore, the capacity of our hybrid approach
is adaptive by trading distortion for capacity. Model distortion is
measured using normalized Hausdorff distance and visual percep-
tion. As experimental results show, our capacity is the highest than
previous work of data hiding. Also, our approach is simple to im-
plement with time complexity O(n).

The rest of this paper is structured as follows. Section 2. surveys
related work. Section 3. describes the proposed method. Experi-
mental results are shown in Section 4.. Finally, we conclude and
point out possible future work in Section 5..

2. RELATED WORK

Steganography for 3D polygonal meshes was pioneered by Ohbuchi
et al. [2], who introduced watermarking on 3D polygonal meshes.
Since then many ideas to steganography have been proposed.
Most methods are to slightly perturb the vertex positions of the
mesh for hiding messages either in spatial domain [3, 4, 5, 6, 7,
8,9, 2, 10, 11, 12, 13, 14, 15, 16], or in the spectral domain,
[17, 18, 19, 20, 21, 22]. Spatial methods tend to have higher capac-
ity and lower computation costs at the expense of weak robustness.
Spectral methods are more robust but have limited capacity and in-
volve serious computations. They are more appropriate for data
protection applications, such as watermarking, than for data hiding.
Recently, Chao et al. [23] presented a very high-capacity and low-
distortion 3D steganography approach based on a novel multilay-
ered embedding scheme to hide secret messages in the vertices of
3D polygon models. Their approach can hide 21 to 39 bits/vertex.

Some methods, [17, 23, 20, 13], utilize 3D models defined as point
set. Polygonal meshes provide fewer vertices than point set mod-
els, but have face information that can be used as the alternative
medium. Higher vertex numbers allow a model to hide more in-
formation, but require more space and computing power to handle.
Recently several methods,[6, 11], hide messages in the connectivity
of the mesh by rearranging vertices and faces relative to a reference
ordering derived from the mesh geometry. Their techniques are
lossless because the cover and stego models are the same.

Permutation steganography [24, 25, 26, 27] gives optimal capac-
ity for hiding information through reordering of n primitives that
have a known reference ordering. Permutation steganography is
of the optimal capacity, up to O(log(n!)) = O(nlogn) bits,
which is much better than the results of the previous work for
3D polygonal meshes but at the expense of computation time
Q(n%log*nloglogn). Recently, two proposed methods, Bogom-
jakov et al. [28] and Tu et al. [1], are very simple to implement
and perform efficiently, O(n). Both methods guarantee the mini-
mal capacity, one bit per element less than the theoretical optimum,
and are robust and resistant to any kind of attacks on the polygonal
mesh because the reference ordering is obtained by using the traver-
sal of Edgebreaker mesh compression algorithm [29] based on the
mesh connectivity alone. Obviously, those approaches are lossless.
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Modifying
Vertex Position

Figure 1: The framework of hybrid data hiding approach.

3. PROPOSED APPROACH

The framework of our approach is shown in Figure 1. There are
two stages both for message embedding and extraction procedures.
When embedding messages for the cover model, we first apply per-
mutation steganography [1], to hide message, and then modify the
rearranged embedding vertices to hide more message. To extract
message from the stego model, either the extraction procedure of
[1] or modifying vertex position can be first used to extract mes-
sage, and then another follows to extract message left.

3.1 Embedding Message
3.1.1 Embedding by Permutation Steganography

Permutation steganography hides the message in a cover model by
rearranging the order of vertices in the model with respect to a
canonical reference ordering. We apply the method proposed by
Tu et al. [1], which improves the work of Bogomjakov et al. [28],
to hide the message in the first stage of the embedding procedure.

Given a cover model, M. = (V, F), where V is the set of vertices
and F'is the set of faces, the first edge of the first face in the model
is selected as the initial vertex and edge to obtain two reference
orderings by using Edgebreaker algorithm [29] respectively. Note
that the binary trie [30] search structure is built for the embedding
primitive, in which the internal node branches the search traversal
by the message bitstream and the leaf node keeps the primitive each
indexed in a non-decreasing order from left to right. Figure 2 shows
an example of binary trie with n = 11 embedding primitives at
the leaf node (red) where each is indexed and associated with the
corresponding embedded bitstream shown below the index.

At each step ¢, a primitive at position p is chosen from the remaining
n — ¢ primitives of the reference ordering and output it as the next
primitive of the permutation. The position p is the index of the
leaf node reached by the binary trie traversal according to the next
k 4+ 1 bits, k = [log2(n — 7)], in the embedding message. The
binary trie is a complete binary tree so the leaf node is either at level
[loga(n — )] or [loga(n — )] — 1. If the number of leaf nodes at
the highest level, e = ((n — i) — 2F) x 2, is larger than the integer
value of the next k + 1 bits, then the primitive at position p will
be outputted as the next primitive of the permutation. Otherwise,
the primitive at level [loga(n — ))] — 1 reached by next k bits
in the embedding message will be outputted. Note that the output
primitive is actually removed by replacing it with the last primitive
in the remaining primitive so that the remaining n — ¢ — 1 primitives

Russia, St.Petersburg, September 20-24, 2010

1 10
*® e e 00
01 2 3 4 5 6 7 8 9 ]
e 5 S © o o o - - - -
= = = = = = = = = - -

[}
I
o
1
1]
I

Figure 2: An example of the binary trie search structure with 7/
embedding primitives at the leaf node (red). The index and the
embedded bitstream are shown below the leaf node.

can be still indexed sequentially.

After this first stage of embedding procedure, we have the quasi
stego model Ms* = (Vperm, Fperm)-

3.1.2 Embedding by Modifying Vertex Position (MVP)

The vertex in the output primitive permutation Vjerm can be em-
bedded in more message bitstream by modifying its position.

The axis aligned bounding volume of M,* is determined. Given
kz, ky, and k. bits to be embedded in x, y, and z components of
the vertex respectively, the volume is then subdivided into ng,,.; X
nY_ o X Mioger VOXels, where nl o = Uy, /(25 x 1}), Uy is
the side length of the bounding volume, and ¢ is the unit length of
2% units in the voxel for ¢ = x, y and z. The next k; bits in the
embedding message are embedded in the vertex by modifying the
coordinate of its ¢ component to the unit with the index equal to the
integer value of k; in the component of the belonging voxel for all
i = x, y and z. Figure 3 illustrates the voxelized bounding volume
and the subdivision for a voxel. The embedding procedure of MVP
is summarized in Algorithm 4.

¥
"f}'il"

. x
P x I

Figure 3: The axis aligned bounding volume of the cover model
is conceptually subdivided into voxels, and the voxel is again sub-
divided into 2% units for each component z, %, and z. The vertex
v is embedded in k., ky, and k. bits in z, y, and z components
respectively.

3.2 Message Extraction

There are two stages of message extraction. First, the message ex-
traction procedure of permutation steganography [1] is to extract
the message. In the second stage, we extract the message which
is embedded by MVP. Note that either stage can be used to extract
message first, and then another.
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Input: perm|]
Output: output]|
/l perm]] is the output primitive permutation from permutation
/I steganography.
/] prey is the minimal vertex of the bounding volume.
/I n is the number of the vertices.
/I peek(k;) peeks next k; bits from the embedding message.
for i=0ton-1
v = perm|i

output[i].T < Pref.T + LH%MJ x (2% x I7)

—|—INT(peek(k ) x I3,
outputi].y — progy + | Lr2rervll | ook gy

2Ry 1Y

+INT(peek(k ) x 1¥;

outpui]z ¢ preg.z + | 152 2l o (b 1)
+INT(peek( 2)) X 13

end

Figure 4: Pseudo code of the embedding procedure of MVP.

3.2.1 Extraction by Permutation Steganography

The message extraction procedure of [1], is applied to extract the
message in the stego model. Given a permutation of n primitives
in the stego model, again the same reference ordering as one from
the cover model is computed. And, we build the binary trie search
structure for the primitives in the reference ordering. At each step 4,
we choose the next primitive from the primitive permutation to ex-
tract the message bitstream by finding the position (index) p where
the primitive is located in the remaining n —4 primitives of the refer-
ence ordering. If the number of primitive (leaf) nodes in the binary
trie at the highest level, e = ((n — 1) — 2¥) x 2, at step  is larger
than p, then p represents the extracted k + 1 = [log2(n —i)] + 1
bits. Otherwise, one of the primitives at level [loga(n — )] — 1 s
the candidate for extracting next & bits. In this case, p is updated as
p — e/2 to represent the extracted k bits.

3.2.2 Extraction by Modifying Vertex Position (MVP)

In this stage, we extract the embedded message from the vertices
in the stego model. Actually, for each component z, y, and z, the
index of the unit in the voxel where the vertex is located at is the
integer value of the embedded message. Given the maximal em-
bedding bits, k;, the minimal vertex of the bounding volume of the
cover model, pry, and the unit length, lf,, in the voxel, the embed-
ding message m; can be extracted by

Uz_prZ_LH“Z Pref-* HJX( Lxlf})

z><ll

I

m; = ,1=2,Y,2

4. EXPERIMENTAL RESULTS

All experiments were performed with several polygonal models of
different sizes on a PC with an Intel Core 2 1.87GHz processor and
2GB main memory to verify and evaluate our proposed approach.
In all experiments, unless otherwise specified, the decimal precision
for the vertex coordinate of all testing models is about 6 decimal
digits so the unit length [}, is set to 1 x 1076, andk, =ky =k. =k
bits.

Over 1000 randomly generated embedding messages are used to
measure the average capacity and normalized Hausdorff distance
of the testing models for permutation steganography [1], and MVP
respectively. The statistics of the measured capacity is shown in
Table 1. For permutation steganography, the average capacity of
Bogomjakov et al. [28] is the highest, nearly optimum loga2n!, than
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that of previous work. The average capacity improved by Tu et
al. [1] is about 0.63 bits/vertex. For spatial domain, Cheng et al.
[6] proposed a multilevel embedding procedure and a 3D model
representation rearrangement procedure to hide 9 bits/vertex. Chao
et al. [23] proposed a novel multilayered embedding scheme that
can hide up to 3ni4yers bits/vertex in normalized models, where
Niayers ranges from 7 to 13. The proposed MVP approach can
hide 27 to 48 bits/vertex in 3D models. The capacity of MVP is
much higher than that of Cheng et al. [6] in 3D models, but is
less than that of Chao et al. [23] in normalized 3D models about
10 bits/vertex. However, as you can see, Our hybrid data hiding
approach produces much higher hiding capacity, &~ 2logan!, than
all of the previous work.

The visual perception for the cover model and stego models of the
all testing models were shown from Figure 7 to 12 in that subfigures
(b) and (c) show the stego models with different k. Subfigure (b)
shows that the stego model with the maximal k bits embedded by
using MVP has little distortion yet is almost unperceivable visually.
As a model distortion comparison, subfigure (c) shows the stego
model with distortion that can be easily detected when one likes
to trade model distortion for embedding more bits. Subfigures (d),
(e) and (f) show the close-up views of the subfigures right on the
top. Regarding to the visual perception, subfigure (e) is similar to
subfigure (d), but the distortion seen in subfigure (f) is manifest.

The number of bits to be embedded in the vertex at the second stage
of message embedding is adaptive. But the more bits to be em-
bedded in the vertex the more distortion to the stego model. The
normalized Hausdorff distance [31] is commonly used to measure
the model distortion such as Metro [32], M.E.S.H. [33], Cheng et
al. [6], etc. We measure the average normalized Hausdorff distance
(NHD) for all testing models and obtain the reasonable NDH each
for the testing model as shown in Table 1. As experiments show, the
distortion is visually acceptable when the value of NHD is around
1 x 10~*. Figure 5 shows the normalized Hausdorff distance as a
function of embedding k bits in each component of the vertex by
MVP. Note that different model scale presents different sensitivity
of model distortion to the increasing of embedding bits. The Ar-
madillo is a large scale model and is of acceptable distortion when
k is up to 16 resulting totally high capacity 97.71 bpv. Figure 6
illustrates the adaptability using Armadillo model as an example.
Our approach adapts the capacity by the model distortion preferred.

X103
g 3 i
é Cow | | -'
S 2.5 |z Fmesk f i .
:’5 Horsz .'I .'I
= Al |-=Tath ! f
5 & 1] e Armadillo) !
5 15 14
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£ 05 .
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0 2 4 6 8 10 12 14 16
kx=kj. =k = kbits

Figure 5: The average normalized Hausdorff distance as a function
of embedding k bits in each component of the vertex by MVP.

Table 2 shows timing statistics in milliseconds of the embedding
and extraction procedures of permutation steganography [1], and
MVP for testing models respectively. The time complexity of MVP
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Model Capacity (bpv) [bits] normalized
name #verts #faces Tuetal. [1] MVP k bpv Hausdorff distance
Cow 2,904 5,804 92,918 (32.00) 87,120 (27.00) 9 | 57.00 5.92 x 1077
Fandisk 6,475 12,946 229,686 (35.47) 233,100 (36.00) | 12 | 71.47 6.79 x 1077
Knots 23,232 46,464 952,798 (41.01) 627,264 (27.00) 9 | 68.01 5.26 x 1077
Horse 48,485 96,966 | 2,142,566 (44.19) 872,712 (18.00) 6 | 62.19 3.87 x 10717
Teeth 116,604 | 233,204 | 5,595,303 (47.99) | 1,749,060 (15.00) 5| 62.99 5.25 x 1077
Armadillo | 172,974 | 345,944 | 8,597,908 (49.71) | 8,302,752 (48.00) | 16 | 97.71 4.42 x 1077

Table 1: The statistics of measured average capacity and normalized Hausdorff distance for testing models. The number in column k£ means
that the model distortion is still visually unperceivable after k bits are embedded in each component of the vertex, meanwhile the normalized
Hausdorff distance measured is shown in the last column for each model.

Timings (msecs)

Model Embbeding Extraction Total
name #verts #faces | Tuetal. [1] | MVP | Tuetal. [1] | MVP ota
COwW 2,904 5,804 6 1 3 <1 10
fandisk 6,475 12,946 13 1 9 1 24
knots 23,232 46,464 56 4 39 2 101
horse 48,485 96,966 124 9 87 5 225
teeth 116,604 | 233,204 311 27 225 17 580
armadillo | 172,974 | 345,944 481 40 341 24 886

Table 2: Timing statistics for proposed embedding and extraction procedures of MVP and permutation steganography [1], for testing models.
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Figure 6: Adaptability illustration for Armadillo model. Given a
preferred NHD, the maximal k bits to be embedded is adaptively
determined.

and permutation steganography [1], are both O(n). Namely, the
proposed hybrid approach is O(n). Note that even for Armadillo
model, the embedding and extraction procedures can be done in one
second.

5. CONCLUSION AND FUTURE WORK

A hybrid data hiding approach has proposed, which combines per-
mutation steganography and MVP. Embedding message by permu-
tation steganography [1], for the vertex and face in the cover model
and then modifying the vertex position by MVP, our method im-
proves the capacity of data hiding on 3D models up to 2logan!.
Moreover, the capacity is adaptive regarding to the degree of model
distortion making our method flexible. Our method is simple to im-
plement and is efficient, O(n), running in a second for all testing
models.

The distortionless approach with high capacity is one of the key
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concerns for data hiding. In the future, it is worth exploring what
optimal number of units in each component of the voxel is to make
the model distortion less. Also, we like to embed more permuta-
tions in the cover model. Namely, the primitive arrangement repre-
sents more primitive permutations, hopefully, slogan!, s > 2. MVP
is not a robust approach. To improve the robustness, we would try
to find a way for modifying vertex position on the basis of reference
ordering.
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(b). Stego model with K = 9 (c). Stego model with k = 12

(a). Cover model

(d). Head close-up of (a) . (e). Head close-up of (b) (f). Head close-up of (c)

Figure 7: The visual perception for the cover model (a), Cow, its stego models for different value of k ((b) and (c)), and three close-up views
(bottom) at head regarding to the figure on the top.

(a). Cover model (b). Stego model w1th k = 12 (c). Stego model w1th k = 14

;;;;;

(d). Middle close-up of (a) (e). Middle close-up of (b) (f). Middle close-up of (c)

Figure 8: The visual perception for the cover model (a), Fandisk, its stego models for different value of k ((b) and (c)), and three close-up
views (bottom) at middle part regarding to the figure on the top.

Russia, St.Petersburg, September 20-24, 2010 19



Section 1. Geometry Processing

(b). Stego model with K = 9 (c). Stego model with k = 11

(a). Cover model

(d). Middle close-up of (a) (e). Middle close-up of (b) (f). Middle close-up of (c)
Figure 9: The visual perception for the cover model (a), Knots, its stego models for different value of k ((b) and (c)), and three close-up views
(bottom) at middle part regarding to the figure on the top.

(a). Cover model

(b). Stego model with k = 6 (c). Stego model with &k = 8

(d). Head close-up of (a) (e). Head close-up of (b) (f). Head close-up of (c)

Figure 10: The visual perception for the cover model (a), Horse, its stego models for different value of k ((b) and (c)), and three close-up
views (bottom) at head regarding to the figure on the top.
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(a). Cover model (b). Stego model with k

(d). Middle close-up of (a) (e). Middle close-up of (b) (f). Middle close-up of (c)

Figure 11: The visual perception for the cover model (a), Teeth, its stego models for different value of k ((b) and (c)), and three close-up

views (bottom) at middle part regarding to the figure on the top.

(a). Cover model (b). Ste
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(d). Chest clbse—up (;f (a) (e). Chest clo-se-—up (;f (b) (f). Chest close—ﬁp of (cj

Figure 12: The visual perception for the cover model (a), Armadillo, its stego models for different value of k ((b) and (c)), and three close-up

views (bottom) at chest regarding to the figure on the top.
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Abstract

In this paper, a new wavelet zero tree-based image compression
algorithm that is based on exploitation of smart adaptive context
models is proposed. The models are derived from wavelet trans-
form properties and are exploited to improve efficiency of arith-
metic coding. They are intuitively clear and do not require any
preliminary training. To author’s knowledge, the proposed algo-
rithm is comparable to or surpasses all previous zero-tree based
encoders in terms of R-D performance. At the same time, the
computational complexity of the algorithm remains low because it
bypasses bit-plane coding and processes each coefficient in only
one pass. The near-lossless algorithm extension that is based on
lossy plus residual coding and provides a guaranteed maximum
absolute error bound is presented. A new hierarchical compressed
multiresolution terrain model designed for efficient elevation data
storage and retrieval that exploits the presented compression tech-
nique is proposed. Special care is taken to guarantee seamless
stitching of neighboring patches.

Keywords: Compression, Wavelet Transform, Context Modeling,
Terrain.

1. INTRODUCTION

Rapid evolution of digital data acquisition technologies in the past
years led to the exponential growth of digital content size. As a
result, efficient compression techniques that reduce the storage
requirements with no or minimal information loss have becoming
more and more important. Image compression applications are
well known and include digital camera, medical imaging, internet
browsing, to name a few.

Compact representation of digital elevation data sets is another
area where efficient compression techniques are required. This
problem is especially important for such applications as geograph-
ical information systems, flight simulators, virtual environments,
computer games etc. Satellite scans of a terrain region can contain
billions elevation samples potentially requiring storage of up to
terra bytes. Processing such huge uncompressed data sets is a very
complex task, especially in the context of real-time terrain visuali-
zation, because the data size can exceed not only the main memo-
ry, but even the disk capacity.

In this paper, we present a new image compression method that
improves the compression performance of previous algorithms
such as SPIHT [SP96] and LTW [OMO03] by using smart adaptive
context modeling for more efficient arithmetic coding. At the
same time, since algorithm is zero-tree based and bypasses bit-
plane coding, its temporal complexity remains low. We applied
the presented compression technique to construct hierarchical
compressed multiresolution terrain representation that can be
exploited in real-time terrain rendering applications. Special care
is taken to assure seamless patch connection across borders.
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2. RELATED WORKS

2.1 Wavelet-based image compression methods

During last years, wavelet-based image compression techniques
have becoming more and more popular since they provide better
compression performance and at the same time do not suffer from
artifacts typical to the Discrete Cosine Transform — based image
compression algorithms. All wavelet-based image coders have the
same workflow. To remove correlation between neighboring pix-
els, at the first stage of the compression process, the image is
transformed from spatial domain to a combined spatial-frequency
wavelet domain [ABM92]. After the first step of wavelet decom-
position, the image is transformed into the lower resolution repre-
sentation (LL subband) and three detail subbands called: horizon-
tal (LH), vertical (HL) and diagonal (LL) details (fig. 1). The
same transform is further applied to the LL subband and so on.

N |,

A

et HL
(e P
H

1
.
| \ !
1

LH, HH,

Fig. 1: Subbands of two-stage wavelet decomposition.

We denote s to be the coefficient of subband s where
se{ll,Ih,hl,hh} of the level | located at spatial position (i,j). In

the literature, coefficient s") is called significant with respect to

threshold 7, if its magnitude exceeds , i.e. |s{) [z and it is
called insignificant otherwise.

Wavelet coefficients resulting from full wavelet decomposition
are quantized at the next stage (here some information is lost) and
are encoded. Due to hierarchical nature of wavelet transform,
quantized wavelet coefficients can be organized into three quad
trees growing through the LH, HL and HH subbands (see fig. 2).

The fundamentally new method for wavelet coefficient trees en-
coding was presented by J.Shapiro [Sha93] in his EZW algorithm.
The main contribution of [Sha93] is introduction of a zero tree
structure. Wavelet coefficients tree is called zero tree with respect
to threshold 7 if all its nodes are insignificant with respect to 7 .
If we define T.9 ={(i,., j;.1,)} to be the set of positions of all
nodes belonging to the tree rooted at node (i,j) on level I, includ-
ing the root, then the node s{') (s e{lhhl,hh}) is called the zero
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tree root with respect to threshold z, if it does not yet belong to
.. 1
the zero tree and (i, j, 1) e T.) —fs; < 7.

(0)
5o

hl hif
1, 1
R i

i "

Fig. 2: Wavelet coefficients quad trees.

The main idea behind zero tree coding is the observation that if a
coefficient is insignificant at a coarse scale in a multiresolution
representation, then it is likely that its descendants at the finer
scales are also insignificant. Thus single symbol is enough to
encode all zero coefficients in a zero tree. One important feature
of EZW algorithm is that it generates embedded bit stream, in
which all encodings of the same image at lower bit rates are em-
bedded in the beginning of the bit stream at higher bit rate.

EZW laid down the foundations for the new class of wavelet-
based image compression techniques — the zero tree coders. The
next method in this trend is called SPIHT and was presented by A.
Said and W. Pearlman [SP96]. SPIHT is a highly refined version
of EZW and due to smart set partitioning rules exploited it
achieves remarkably higher compression ratios compared to EZW.

Though code embedding is a very useful feature, it significantly
complicates the algorithm since each coefficients is reconstructed
in several passes, one for each bit plane. However many applica-
tions (such as the digital camera or elevation data storage) do not
require that feature and the data need to have pre-defined quality.
So a number of algorithms tried to give up quality scalability in
favor of higher execution speed.

One of such methods named SWEET was presented by J. Andrew
[And97]. SWEET is solely based on energy clustering in trans-
formed image in frequency and space and exploits block partition-
ing as an alternative to zero-tree coding to separate significant
coefficients from large sets of insignificant ones. In contrast to
SPIHT and EZW, SWEET does not produce embedded code: it
outputs all bits of the coefficient magnitude up to some minimum
bit plane number n,;, as well as its sign as soon as the coefficient
is identified as significant. Since SWEET avoids complicated list
processing, it is much simpler and faster than SPIHT and at the
same time it demonstrates comparable compression efficiency.

To improve temporal performance of the wavelet encod-
ers/decoders, J. Oliver and M. Malumbres [OMO03] proposed the
algorithm that is based on a structure called wavelet coefficients
lower tree (LTW), which is actually the zero-tree of pre-quantized
wavelet coefficients with respect to threshold 2™ (rplanes is
the number of least significant bit planes to drop). The main speed
improvement in LTW is achieved by eliminating bit-plane encod-
ing (similar to SWEET). As a result, the compressed bit stream is
not embedded, but it is resolution scalable, which means that the
information corresponding to coarser image representation goes
first. The encoding process consists of two passes. On the first
pass, wavelet coefficients are labeled using special three labels:
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LOWER, ISOLATED_LOWER and LOWER_COMPONENT.
The first two labels directly correspond to Zero Tree Root and
Isolated Zero labels used by Shapiro in EZW [Sha93]. The last
label indicates that the coefficient belongs to a lower tree. On the
second pass, the coefficients are scanned from the lowest resolu-
tion to the highest resolution subbands, and for each coefficient its
label as well as the number of bits required to represent its magni-
tude are arithmetically coded. They are then followed by the least
significant bits representing the coefficient magnitude (MSB is
omitted) and its sign. The main advantage of the LTW algorithm
is its simplicity. LTW does not exploit lists and reconstructs coef-
ficients in one pass which leads to significant speed improvement.

Previous zero-tree coders do not fully take advantage of adaptive
context modeling. EZW exploits simple Markov conditioning
based on significance of previous coefficient in scan and parent
coefficient significances. SPIHT uses adaptive context modeling
to jointly encode significance of 4 sibling coefficients. LTW also
exploits simple arithmetic coding algorithm, however no details
are presented in [OMO3]. It was shown in other works [CO97],
[Wu97] that exploitation of high-order context modeling can yield
significant compression performance improvement. However,
algorithms presented in [CO97], [Wu97] are not zero-tree based.
Besides ECECOW algorithm [Wu97] requires extensive trainings
to initialize its coding structures. In this work, we tried to take
best from both worlds — combine adaptive context modeling with
zero-tree coding to improve compression performance keeping at
the same time the algorithmic complexity low.

2.2 Compressed multiresolution terrain models

Though large-scale terrain visualization has long history, only a
few recent works concentrate on efficient elevation data compres-
sion methods. The geometry clipmaps approach [LH04] exploits
regular grid pyramid data structure that enables applying the lossy
image compression technique [Mal00] to the terrain height map.
However, this method cannot provide a guaranteed error bound,
which becomes especially apparent on high-variation terrains such
as the Grand Canyon. Another method that utilizes terrain eleva-
tion data compression is presented by E. Gobbetti, et al,
[GMC+06] and is called C-BDAM. It exploits a wavelet-based
two stage near-lossless compression technique presented by S.
Yea and W. Pearlman [YPO06]. A problem of seamless stitching
neighboring patches is not covered by C-BDAM. Another method
presented by C. Dick, et al. [DSWO09], mainly focuses on com-
pressing adaptive triangulation in a way that enables GPU-based
decompression. The method achieves a moderate compression
factor of 8-9. Elevation data compression techniques are not con-
sidered by C. Dick, et al.

The remained of this paper is organized as follows. In section 3,
our image compression technique is described. In section 4, we
present compressed multiresolution terrain representation based
on the proposed image compression algorithm. Section 5 presents
experimental results. Section 6 concludes the paper.

3. COMPRESSION ALGORITHM DESCRIPTION

The compression method we developed belongs to the class of
zero-tree coders and extends the ideas of EZW [Sha93], SPIHT
[SP96] and LTW [OMO03] algorithms. As in EZW, the quantized
wavelet coefficients are scanned from the lowest frequency sub-
band to the highest frequency in our algorithm, and in each sub-
band, coefficients are scanned in zigzag order. While EZW and
SPIHT perform multiple bit-plane passes, our method encodes
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each coefficient in only one pass. It encodes each coefficient
magnitude using at most n,, bits. It thus is similar to SWEET

[And97] and LTW [OMO03] algorithms, which discard a fixed
number of least significant bits in quantized wavelet coefficients
and generate non-embedded but resolution scalable bit stream.

3.1 Quantization

We use a uniform quantizer with a dead zone (fig. 3). The quanti-
qg=M/2"  where
s ] is the maximum wavelet coefficient magni-

zation step q is determined as
M= max
se{lhhl,hh} i, j
tude of all detail subbands (LH, HL and HH) across all scales and
ny, is the maximum number of bits allotted to represent the coef-

ficient magnitudes. The quantizer divides the range of all magni-
tudes [0, M] onto N =2"™° uniform quantization bins B, such
that B, ={s:nq<s|<(n+1)q}.

5 0 m, Reconstructed
/_Tl_v_H_A_\ value
l | | | | | |
| | | 6 | 2I |
-M ... -2q -q q q M
Bl B Bl

0

Fig. 3: Uniform quantizer with a dead zone.

We denote ng(s)=|]s|/q] to be the number of the bin which
coefficient s falls into (|-| denotes the integer part). We will

refer to this number later as quantized magnitude. Binary repre-
sentation of ng(s) can be treated as a sequence of n,; binary

decisions where the first bit indicates whether the coefficient
magnitude falls into the [0,M/2) range (0 bit) or into the
[M/2,M] range (1 bit). The next bit refines the uncertainty in-
terval to length M/4 (00:[0O,M/4), O01:[M/4,M/2),
10:[M/2,3M /4), 11:[3M /4,M]) and so on. Magnitudes of all
coefficients s{) falling into the same quantization bin B, are

reconstructed equally as M, and at the decoder, the coefficients
are restored as follows:

81 = signs{)) * M}

where sign(s{)) =+1 if 5! >0 and signs!))=-1if s{) <0;
m{!) is the reconstruction level for the quantization bin which
s falls into (with the number ng(s{"))). The question is what

value to use as a reproduction level m, for the bin B, . If the

probability distribution function (PDF) f(t) of the coefficient

magnitudes was known, the optimal reproduction levels for each
bin would be placed at the centroid of the distribution for that bin:

(n+1)q (n+1)q
M, =E(Ma<ls) < (1+Da) = [tF@at / [RIGLL @
nq nq
Exact distribution is unknown; however it is usually assumed that
wavelet coefficients have Laplacian distribution with zero mean,
that is the coefficient magnitudes distribution can be well approx-
imated by the following PDF:
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f(t)=ce™ O]

Given that assumption, the reconstruction levels m, can be calcu-
lated as follows:

(n+1)q (n+1)q
m, = _[ate“‘dt / jae“‘dt
nq nq

Reducing this formula gives the following equation for M, :

. 1 q
m, =ngq+—— 3
=N ®)

The unknown parameter « in (3) can be estimated based on the
magnitudes of wavelet coefficients. This could be done using one
of the methods from mathematical statistics. Since our goal is to
minimize reconstructed image error, we exploit different ap-
proach. It is difficult to find exact « that minimizes the distortion
in image space without performing extensive calculations. We
instead calculate « such that it minimizes the distortion in wave-
let domain. Due to bi-orthogonality of wavelet transform, this
method also gives close to optimal solution in image space. We
thus minimize the following error function that gives mean square
error in wavelet domain:

D(@)= Y, 3. (s|-h,)? - min

n=l seB,

It can be seen from (3) that all reproduction levels m_ are equally

n

shifted from the quantization bin B, lower bound nq:

m, =nq+ /B where (4)
1 ¢

——_ ) 5

B= a1 ©)

We thus need to find the optimal shift £ that minimizes the fol-
lowing function:

DA = 3 (15| ~(ng+ A)* - min

n=1 seB,

The minimum of this function can be derived from the root of the

following equation: M =
dg
which gives the following formula for optimal g :
1 N-1
A= 2 2 (s1-na) (6)
s n=1seB,

Where N is the total number of significant coefficients. It fol-
lows from (6) that the optimal shift g for reproduction levels is
the average magnitude shift from the quantization bins’ lower
bounds. This is intuitively reasonable result.

Given g, the distribution parameter « can be calculated by re-
verting equation (5), however in fact, we do not need « since we
only interested in optimal shift 8. Thus g" parameters are cal-

culated separately for all decomposition levels in our algorithm
and are encoded as side information. Since g falls in the range

[0,q], the following symbol is encoded using nbits; bits:
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ﬁ(l) _ \-ﬂ(l) /q. 2nbit§;J.

At decoder, the parameter is reconstructed as follows:
BO =|(3Y +05)12™ q.
We use 7 bits (nbits, =7 for encoding 8¢ .

Wavelet coefficients of the lowest frequency LL subband in our
algorithm are quantized and are arithmetically encoded using
separate model for each bit position. Since large values are less
possible, arithmetic coding reduces the compressed data size.

The compression performance of different wavelet-based algo-
rithms is primarily determined by how efficiently the quantized
coefficients are encoded. In the next subsections, we will describe
our adaptive context models that improve compression efficiency
of arithmetic coding. To distinguish our method from others, we
call it ACMZW (Adaptive Context Modeling Zero-tree Wavelet
coder).

3.2 Utilizing adaptive context modeling to predict
the coefficient magnitude
Similar to LTW, our method encodes number of bits nbitgn; (s))

required to represent each significant coefficient s quantized mag-
nitude ng(s) using arithmetic coding [WNC87] and then trans-

mits the magnitude bits followed by the sign. To exploit informa-
tion carried by already encoded neighboring coefficients, we util-
ize adaptive context modeling. For this purpose, we first predict
the reconstructed coefficient magnitude. Wavelet transform local-
ize energy in both frequency and spatial domains: WT coefficients
of similar magnitudes statistically cluster in frequency subbands
and in spatial locations. As a result, the reconstructed coefficient

§{) estimated magnitude can be well derived from the magni-
tudes of the coefficients in the context, containing four neighbors
(one to the left ($");)) and three from above (§),,,5"), and

${.,1)) and one direct ancestor (§();",,) (see fig. 4).

L, |HET—EF

HL,
| g

*, e

Fig. 4: 5-coefficients contexts used to estimate the coefficient’s
magnitude.

We use the following expression to calculate the expected coeffi-

cient magnitude m'):

2 () \2 ~ (1 2 ~ () \2 (1 2
m® = Jwy (MY, )2 +w, (Y1) +w, (D)2 +w, (1 ) -

(1) 2
+W, (mi(/z,)j/z)

In the expression above, the first summand represents the energy
localization property in space: it is expected that neighboring
coefficients will have a similar energy. The second summand
represents the energy localization property in frequency: the an-
cestor’s energy is distributed among its descendants.
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Weights w; can be optimized for each subband for particular

image. However, this would require additional computations and
a lot of side information to be sent, so we use constant weights
instead, which are optimized for a test set of images. Since LH
subband exhibits predominantly horizontal structures, we use the
following coefficients for this subband:

(Wy, Wy, W,, Wy, w,)=(0.4, 0.15 0.3, 0.15, 0.125) .

HL subband exhibits predominantly vertical structures, so we
apply the following weights for this subband:

Wy, Wy, W,, Wy, w,)=(0.3, 0.15, 0.4, 0.15, 0.125) .

HH subband does not exhibit explicit structures, and we exploit
the following weights:

(Wo, Wy, W,, Wy, w, ) =(0.25, 0.25, 0.25, 0.25, 0.125) .
Due to the zig-zag scanning order, all coefficients in the context

are evaluated first, so mf']) is always properly calculated. The

number of bits nbits(nB(rﬁi(y'j))) required to represent the quan-

tized predicted magnitude nB(r%i‘y'j’) gives the adaptive context
model number to be used in arithmetic coder. To further improve
compression performance, we encode the maximum number of
bits required in each level of wavelet decomposition and use sepa-
rate context sets (consisting of max_bits(level) models) for each

level. After the number of bits nbitgny(s{})) required to

represent the exact quantization bin number ng(s(")) is encoded

with the appropriate model (which is given by nbits(nB(rﬁi(v'j’))
and decomposition level), all the coefficient magnitude refinement
bits (which are the bits in binary representation of the ng(s")))

excepting the most significant one are transmitted. We determined
that exploiting arithmetic coding for refinement bits also improves
compression performance. This is achieved by using a separate
arithmetic model for each bit position and for each number of bits
required to represent bin number.

3.3 Utilizing adaptive context modeling to predict
insignificant coefficient sets

While the LTW algorithm exploits the EZW-like coding style to
encode large sets of insignificant coefficients, with additional
symbols corresponding to degree-1 zero tree, we adopt the more
advanced SPIHT-style coding method. Since SPIHT is a degree-
two zero tree coder (see [CP07]), while LTW is a degree-one zero
tree coder, the exploitation of SPIHT-style coding gives addition-
al benefit [CP07]. In [SP96], the set of coordinates of all
offsprings (direct descendants) of the node is called set type A.
The set of all descendants of the node excepting its offsprings is
called set type B. Set is defined to be significant if it contains at
least one significant coefficient. SPIHT defines smart set parti-
tioning rules that are used to efficiently separate significant and
insignificant coefficients (see [SP96] for more details).

SPIHT jointly encodes the significance of four neighboring sets of
type A and uses conditioning on the significance of set type A to
encode the significance of set type B. In our algorithm, we im-
plemented different and more efficient approach. As with magni-
tudes, we predict the significance of sets of type A and B based on
already encoded information (fig. 5) and taking into account space
and frequency localization properties of wavelet transform.
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Fig. 5: 4-coefficients context used to predict set type A and set
type B significance.

Due to the space localization property, it can be expected that the
more significant neighboring sets of type A (B) the coefficient
has, the more probable its set type A (B) is significant. Due to the
frequency localization property, it is expected that the more ener-
gy is concentrated in this spatial location, the more probable the
energy spread to higher frequency and as a result the coefficient’s
set type A (B) is significant. Combining these two considerations,
we derive the following expressions to calculate context model
number to encode the set type A (B) significance:

CM, = AL+ AL+ AL+ AL+ T s(] > 20)

+1,j
CMg = Bﬂi,j + Bi(g,j—l + Bi(,lj)—l + Bi(+|)1,j4 +(4, if| si(,lj) [>a)

where A =1 (B{) =1) if set type A (B) is significant and
A" =0 (B{") =0) otherwise. Thresholds 2q and g were found

out empirically for test set of images. The presented equations
have the meaning that the greater context model number, the more
probable the set is significant.

3.4 Encoding coefficient signs

In [BPO1], the sign/significance information is encoded using 3™
symbols for m yet insignificant coefficients in a group of 2x2
sibling coefficients. We figured out that it is more efficient to
encode sign separately using one out of 27 context models for
each subband. The context model number is defined depending on
the sign and significance of three already encoded neighbors in
the context shown in fig. 6. There can be 3 possible states for each
neighbor: positive, negative or insignificant (zero), which gives
27 possible combinations for three coefficients. Since signs tend
to produce different patterns in each subband, we use 3 separate
context model sets for each subband (LH, HL and HH).

Fig. 6: 3-coefficients context used to encode the sign.

The close approach was implemented in ECECOW algorithm
[Wu97], however contexts of ECECOW contain much more coef-
ficients and thus they require much more data to provide reliable
probability estimations.

3.5 Lossy plus residuals coding that guarantees
the specified tolerance of the reconstructed data
In many applications, such as medical imaging, the decompressed
image must satisfy some pre-defined error tolerance in L” sense.
For terrain compression, the L? error bound is also clearly inap-

propriate. The L™ error bound can not be guaranteed in wavelet
domain, so many methods exploit lossy plus residual coding ap-
proach [AMC98]. In this scheme, the data is first compressed
using the lossy coder and it is then supplemented by the encoded

quantized residuals that guarantee a given L™ error bound &
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(refer to [AMC98, YP06] for more details). For this purpose, the
residual layer R which is the difference between the decompressed

image | and original image | is calculated: R=1—1. Since
pixels of 8-bit images can only be integer values, the residual
layer is quantized using the following rule [AMC98]:

o=lr, 1+6) /@5 +D)] )

At decompression, the residuals are reconstructed as follows:
f.; =sign(r,;)-r;-(26+1). Note that before calculating the

residual layer, the decompressed image I must be rounded to
integer values. The resulting decompressed image is then obtained
as I +R and differs from original image | by at most & .

Quantized residuals r,; as well as their signs sign(r, ;) are

arithmetically encoded in our method using adaptive context
modeling. We first estimate average variation in the lossy decom-
pressed image around the residual using the following equation:

1
Vi :\/% fo‘*m’j*” —I;;)? . After that we exploit the same
context as that used for encoding set type A/B significance (fig. 5)
to take into account already encoded neighboring residuals. Final-
ly, the context model number is determined as follows:

CM = Vi /5J+ i thigjatlhijathaja-

Note that [AMC98] exploits much more complex method to de-
termine context model number; however our method being much
simpler provides comparable compression results as shown in
section 5. Residual signs are encoded in the same way as de-
scribed in section 3.4. In our current implementation, the optimal
lossy bitrate is determined iteratively, however it can be estimated
during the encoding process as described in [YPO6].

4. COMPRESSED MULTIRESOLUTION TERRAIN
MODEL

4.1 Hierarchically encoding height map using
ACMZW algorithm

In this section, we describe compressed multiresolution terrain
representation that exploits the presented compression method. At
first, the initial height map is prefiltered into a mipmap pyramid
much like it is done in the geometry clipmaps framework [LH04]
and our earlier approach [YTO08]. Each level of the pyramid has
two times fewer samples in each direction and a two times longer
sample spacing interval and thus approximates the original height
map with diminishing accuracy. For pyramid construction, we use
normalized Daubechies 9/7 low-pass wavelet filter.

At the next stage, the patch quad tree data structure is constructed
by subdividing each level of the pyramid into square blocks hav-
ing an equal number of samples (64x64, 128x128, 256x256 etc.)
as shown in fig. 7. The resulting hierarchy is compressed in a top-
down order starting from the coarsest resolution (patch at level 0).
During that process, for each patch, special refinement informa-
tion is encoded that enables reconstructing patch descendant’s

height maps. For this purpose, the difference layer D ={d, ;}*"*"
is calculated as the discrepancy between the four child patches’
predicted height maps (H” ={h{;}***") and their exact height

maps (H ={h, ;¥"*") as shown in fig. 8: D=H -H".
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Level 0

Level 1

Fig. 7: Patch quad tree data structure.

The predicted height maps H” are obtained by applying Daube-
chies 9/7 synthesis low-pass wavelet filter to the parent patch
height map. For the coarsest resolution patch (level 0), the pre-
dicted height map is defined to be zero. An important aspect here
is that the parent patch height map is extracted from a compressed
representation instead of using the exact data from the multireso-
lution representation. This eliminates error propagation from
coarser to finer levels.
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Fig. 8: Calculating the difference layer.

The difference layer D for each group of four sibling patches is
compressed using a two-stage lossy plus residuals coding scheme
described in section 3.5 with another residual quantization rules.

At first, we attempted to compress levels with exponentially in-
creasing error tolerance such that patches at the finest level are
compressed with a user-defined world space error threshold &,
patches at the next-coarser level are compressed with threshold
20 and so on. However, later we found out that it is more effi-
cient to compress each level of the pyramid using the same toler-
ance ¢ . In the latter case, the prediction turns out to be more
accurate and as a result, the difference layer is compressed more
efficiently. Besides, we use another quantization rule when com-
pressing patches at all coarser levels excepting the finest one:

[ :|_| rl /5J. Residual reconstruction is performed as follows:
Sigr(ri,j)'(ﬁ,j +0.5)- 9, Fl] #0
r.. = _
] O, rl] =0
This quantizer has the dead zone of length 25 around zero, but
the rest quantization intervals are two times shorter. This also
results in a more precise prediction and leads to more compact
representation. Besides, since elevation data samples are not in-
teger values, we use more accurate quantizer for the finest level
than that given by (8):

Russia, St.Petersburg, September 20-24, 2010

Ry =l0n;1+0)/@s+p)) €)
where p is the height map samples representation precision.

We found out that exploiting two-stage compression yields better
results compared to one-stage encoding, where the difference
layer is directly compressed.

For each patch in the compressed hierarchy, we store its upper
approximation error bound. We recursively calculate it as the sum
of three terms: 1) the maximum distance between patch’s interpo-
lated height map and the vertices at the next finer resolution; 2)
the maximum reconstruction error of the patch descendants and 3)
elevation data reconstruction error. This value is used to construct
adaptive view-dependent block-based terrain approximation.

4.2 Seamlessly stitching neighboring patches

None of previous elevation data compression techniques take care
of seamless elevation data connection and normal map generation.
In our representation, neighboring patches have common eleva-
tion data samples and each patch is “responsible” for seamlessly
stitching transition with its right and top neighbors. The two-stage
compression technique presented in section 3.5 guarantees that
each elevation data sample’s reconstruction error is within the
predefined threshold. However, it is not guaranteed, that the
common samples of neighboring patches both being within the
tolerance are reconstructed equally. To cope with this problem,
we introduced special boundary area around four sibling patches’
height maps. We call this area “matching boundary” (see fig. 9).
.;..............;..
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Fig. 9: Matching boundary.

Matching boundary consists of several rings (3 in example). Note
that it is sufficient to have one ring to assure seamless geometric
stitching, however for seamless normal map stitching more rings
are required. Each ring is compressed separately without wavelet
transform using the following algorithm. The ring is treated as a
one dimensional sequence of elevations h,, which are quantized

using (9). For each quantized elevation ﬂ (excepting ﬁo), the

difference d, = ﬁ —ﬁt_l is encoded using arithmetic coding. We

use simple context modeling based on previous quantized differ-
ence d,_, to improve compression performance. Signs are also

arithmetically encoded using conditioning on previous sign.

Matching boundary consisting of 3 rings assures that the normal
maps calculated for neighboring patches perfectly connect.

In terrain rendering systems, sometimes it is required to generate
elevation data finer than the original data set define. In our test
system, we implemented procedural height map generation algo-
rithm that exploits local surface elevation and slope. The pre-
sented matching boundary also assures that procedurally generat-
ed height maps for neighboring patches perfectly match.
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5. EXPERIMENTAL RESULTS AND DISCUSSION

5.1 Image compression performance

In our tests, we used Daubechies 9/7 bi-orthogonal wavelet filters
[ABM92] with 5 decomposition levels. The compression perfor-
mance gain obtained by applying each modification described in
sections 3.2-3.4 for Lena image is presented in Table 1. The table
shows compression ratio of the not optimized algorithm and com-
pressed bit stream size after applying each modification as a frac-
tion (in percents) of the bit stream size generated by the basic
algorithm.

since LTW algorithm is rather simple from one hand, and our
implementation of the SPIHT encoder demonstrates exactly the
same compression ratios as stated in [SP96], from the other. The
lack between real compression performance and reported in
[OMO3] is probably the result of adaptive context modeling im-
plemented in real LTW which is only mentioned in [OMO03] but
no details are presented in the paper. In this work, we thoroughly
described adaptive context models we used in our algorithm that
enables us to improve the compression performance and achieve
the same or higher compression rates compared to LTW. As tables
2 and 3 show, our method demonstrates better compression per-
formance (up to 0.6 dB) on all bitrates compared to SPIHT-AC

Basic | Maan Set type Sian [SP96]. It also demonstrates comparable or better (up to 0.21 dB)
# bit |PSNR, 9N A/g signif. g performance than reported in [OMO03] and significantly better
(no opts),| predict. e coding | All opts . .
planes| dB bpp  |(sec. 3.2) prediction (sec. 3.4) performance than our exact implementation of LTW.
(sec. 3.3) Table 4 shows compression performance for Lena image for dif-
6 29936 0.098 96.4%  98.0% 98.9% 93.2% ferent maximum absolute error thresholds compared to other me-
7 133.187] 0.212] 95.6% 97.9%| 98.2%| 91.7% thods (the data is taken from [YPO6]). These results are obtained
8 [36.343 0436 9469  98.0% 97.9% 905% using quantizer (8).
9 |39.652] 0.931 92.8% 98.3%| 98.2%| 89.3% Method\abs err 1 2 4 6 7
10 [44.413 1.946| 92.3% 99.3%| 98.9%| 90.5% JPEG-LS (bpp)| 2.72 2.09 1.54 1.24 1.14

Table 1: Compression ratio improvements resulting from exploit-
ing presented context models for Lena image.

The results of compressing standard test images, Lena and Barba-
ra in comparison with LTW [OMO03] and SPIHT [SP96] methods
are presented in Tables 2 and 3. To have fair comparison, we also
implemented LTW and SPIHT-AC methods as it is described in
original papers. The exact bit rate in our method is achieved by
tuning the M value and thus by adjusting the quantization step g.

C?gt?\ [(')‘,\TA\Q’S] LTW (Ours) SFE'S'I*DEG?C ACMZW
0.125 31.27 31.01 31.10 31.20
0.25 34.31 33.98 34.11 34.28
0.5 37.35 37.07 37.21 37.39
1.0 40.50 40.13 40.41 40.55
2.0 45.46 44.82 45.07 45.67
Table 2: PSNR (dB) values at various rates for Lena image.
C?gtee‘:\ [(')‘I\T/I\gg] LTW (Ours) SP['S':,QG?C ACMZW
0.125 25.52 25.17 25.23 25.55
0.25 28.33 27.89 27.83 28.33
0.5 31.78 31.34 31.45 31.9
1.0 35.88 35.41 35.69 35.94
2.0 40.74 39.97 40.40 40.9

Table 3: PSNR (dB) values at various rates for Barbara image.

Our implementation of the LTW encoder based on exact formal
description of the algorithm presented in [OMO3] incorporates all
improvements mentioned in [OMO03] and a few our modifications
that also improve the compression ratio. In Tables 2 and 3, we
presented the best results we obtained for our LTW implementa-
tion. However despite all modifications, our implementation of
the LTW method demonstrated significantly poorer compression
performance compared to the results reported in [OMO03] (up to
0.77 dB below the reported results (see tables 2 and 3) and 0.43
dB below in average). This is not an issue of the implementation
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CALIC (bpp) | 259 | 1.95 | 129 | 096 | 085

[ACM98] (bpp)] 269 | 202 | 1.28 | 086 | 0.73

ACMZW (bpp)| 2.68 2.02 1.30 0.88 0.75
lossy + residual|0.47+2.21|0.39+1.63(0.45+0.85(0.39+0.49|0.39+0.36

Table 4: Comparing compression performance for various maxi-
mum absolute errors with other methods for Lena image.

As table 4 shows, though we used much simpler context to com-
press residuals, our method demonstrates compression perfor-
mance comparable to [ACM98] and comparable to or superior
than other methods such as JPEG-LS [WSS00] and CALIC
[WM97]. Our method also demonstrates 1.39 to 2.9 times higher
compression ratios compared to FBTR method [Zhe04].

5.2 Elevation data compression performance

To test the performance of our terrain compression algorithm, we
used two different elevation data sets. The first data set is the Pu-
get Sound being 16384x16384 in size and sampled at 10 m spac-
ing. This data set is used as the common benchmark and is availa-
ble at [PS]. The second one is the Grand Canyon being 8192 x
8192 in size and sampled at 30 m spacing. The elevation data
precision is 0.1 m, so we use p=0.1 in (9). The compression re-
sults for patch size 256x256 and 64x64 and matching boundary
width 3 are presented in Tables 5 and 6. The compression and
run-time experiments were done on a workstation with the follow-
ing hardware configuration: CPU: Intel Core i7 @2.67 GHz (4
cores with 2 hyper threads each); 6.0 GB RAM; GeForce
GTX275 graphics card.

Puget 256M

Grand Canyon 64M

Compr. [Compr. Compr. | Compr.
rate (bps) |time () rate (bps) | time (s)

1 0.449| 0.636 | 294 |0.539 | 1.963 124
1120 | 0.287 | 235 |1.445| 1.031 80
10 3.099| 0.116 | 223 |3.962 | 0.414 61

Table 5: Compressing Puget 256M and Grand Canyon 64M data
sets with patch size 256x256 and matching boundary size 3.

Tolerance

(M) |rms (m) rms (m)
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Puget 256M Grand Canyon 64M

Compr. |Compr. Compr. | Compr.
rate (bps) |time (s) rate (bps) | time (s)

0.423 | 0.837 | 255 |0.531| 2.282 93
1.077 | 0.431 | 229 |1.407| 1.237 68
10 2931| 0.21 221 [3.898| 0.54 56

Table 6: Compressing Puget 256M and Grand Canyon 64M data
sets with patch size 64x64 and matching boundary size 3.

Tolerance
(m)  |rms (m)

rms (m)

The compression method presented is up to 2.5 times more effi-
cient than our previous algorithm [YT08]. The same Puget Sound
data set was compressed by C-BDAM with 1 m max error to 0.61
bps, as reported in [GMC+06]. Without matching boundary and
using patch size 256x256 our algorithm achieved 0.588 bps,
which proves high compression potential of the proposed method.

During an interactive flight over the Grand Canyon and Puget
Sound data sets with procedural terrain surface texturing and at-
mospheric effects rendered at 1920x1200 resolution, the frame
rates never dropped below 120 fps. The decompression is per-
formed significantly faster (less than 0.1 s to decompress one
patch) than compression and in conjunction with the asynchron-
ous rendering algorithm, it provides steady frame rates. These
results show that our method can be successfully used in real-time
terrain rendering applications.

6. CONCLUSION AND FUTURE WORK

In this paper, we presented a new image compression algorithm
called ACMZW that combines smart adaptive context modeling
with zero-tree coding and demonstrates top compression perfor-
mance in the class of zero tree wavelet coders such as EZW,
SPIHT and LTW. At the same time, the algorithmic complexity of
the algorithm is comparable to that of LTW since it bypasses mul-
tiple bit-plane coding.

Our experiments showed that exploiting proposed context models
reduces the compressed bit stream size by more than 10%. Our
ACMZW method demonstrates up to 0.6 dB compression perfor-
mance superiority over SPIHT with arithmetic encoding [SP96]
and up to 0.21 dB superiority over LTW [OMO3] on standard test
images (Lena, Barbara).

A new hierarchical compressed multiresolution terrain model is
proposed that is based on presented image compression technique
and can be exploited in high-quality real-time terrain rendering
systems. The model introduces special matching boundary region
that is compressed in a way that guarantees the borders of neigh-
boring patches perfectly match. The algorithm demonstrates com-
pression performance that is on par with the best known methods.

Our future work will be aimed at exploiting the recent graphics
hardware for improving temporal performance of the algorithms.
The most computation-intensive parts of the presented compres-
sion technique can be implemented entirely on GPU using com-
pute shader, the new capability exposed by DX11-class hardware.
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Abstract

Point clouds models are a common shape representation for
several reasons. Three-dimensional scanning devices are widely
used nowadays and points are an attractive primitive for rendering
complex geometry. Nevertheless, there is not much literature on
collision detection for point cloud models.

This paper presents a novel collision detection algorithm for point
cloud models. The scene graph is divided in voxels. The objects of
each voxel are organized in R-trees hierarchies of Axis-Aligned
Bounding Boxes to group neighboring points and filter out very
quickly parts of objects that do not interact with other models. The
proposed algorithm also uses Overlapping Axis-Aligned
Bounding Boxes to improve the performance of the collision
detection process. Points derived from laser scanned data typically
are not segmented and can have arbitrary spatial resolution thus
introducing computational and modeling issues. We address these
issues and results show that the proposed collision detection
algorithm effectively finds intersections between point cloud
models since it is able to reduce the number of bounding volume
checks and updates.

Keywords: Collision detection, virtual environments, surface
segmentation, point cloud processing.

1. INTRODUCTION

Point cloud models are an increasingly attractive representation
used as the basis to capture and measure reality rapidly in an
increasing number of applications such as environmental
surveying, structure analysis and archaeology [1]. Point cloud
models also share a remarkable similarity with a very popular
computer game representation of the 80s, numerous Sinclair
Spectrum games used axonometric projection of point models to
convey details of buildings, interiors and avatars. A crucial
element to enable laser scanned point models to be used in a
similar scenario is collision detection of point clouds. In general
interactive virtual environments often need very fast collision
detection queries to simulate physical behaviour and to allow the
user to interact. However, there is practically no literature on
determining collisions between two sets of points.

This paper describes a novel collision detection algorithm for
point cloud models.

The scene graph is organized in voxels. To speed up the process
of finding collisions, for each voxel, each object is represented by
an R-tree data structure of Axis-Aligned Bounding Boxes
(AABB) defined in its own local coordinate system. The R-tree
organizes spatially its geometry, grouping neighbouring points.

The proposed algorithm is also based in the use of the
Overlapping Axis-Aligned Bounding Box (OAABB) to improve
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the performance of the collision detection process. In addition a
traversal algorithm for collision detection for point clouds that
takes advantage of the OAABB is also presented, improving
performance by reducing the number of bounding volume checks
and updates.

Results show that the proposed approach uses effectively the R-
tree structure and the OAABB concept to find intersections
between point cloud models at interactive rates. In addition, unlike
CAD objects which typically contain object hierarchies and the
data is already segmented into surface groups, point data sets
derived from laser scanned data do not have such information thus
presenting computational issues. We address these issues and
present a solution that adapts to point sets derived from different
laser scanners and spatial settings.

The paper is organized as follows. Section 2 presents collision
detection approaches for the determination of intersections
between polygonal and point cloud models. Section 3 describes
the VIZIR project that highlighted the need to develop an efficient
collision detection algorithm for point cloud models. Section 4
describes the data structures for the representation of the scene
graph that are used to improve the performance of the novel
collision detection algorithm, which is presented in Section 5.
Section 6 presents the evaluation results using CAD models and
addresses laser scanned point sets. Conclusions and future work
are presented in Section 7.

2. RELATED WORK

Currently, there are many implementations of collision detection
schemes for interactive system, most of them only support
polygonal models. Frequently, they use bounding volume
hierarchies (BVH), spatial subdivision methods and more recently
use graphics hardware to accelerate collision detection by
hardware. There is a lack of collision detection systems for point
cloud models.

Bounding volume hierarchies are frequently used to organize the
triangles of an object to improve the performance of the collision
detection process, by reducing the number of pairs of bounding
volume tests. The classic scheme for hierarchical collision
detection is a simultaneous recursive traversal of two bounding
volumes trees A and B.

Several types of bounding volumes are available. Bounding
spheres can be used [2]. SOLID [3] and OPCODE [4] use axis-
aligned bounding boxes (AABB). RAPID [5], V-COLLIDE [6],
PQP [7], H-COLLIDE [8], use oriented bounding boxes (OBB).
QuickCD [9] and Dop-Tree [10] uses k-dops; and Swift++ [11]
uses convex hulls (CH). There are also hybrid approaches like
QuOSPOs [12] that use a combination of OBBs and k-dops.
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The main advantage of SOLID, OPCODE and Box-Tree is that
AABB:s are faster to intersect.

RAPID approximates 3D objects with hierarchies of oriented
bounding boxes (OBBs). The main advantage of RAPID is that
OBBs are better approximations to triangles reducing effectively
the number of intersecting operations.

V-COLLIDE solves the broad-phase of the collision detection
using a sweep-and-prune operation to find pairs of objects
potentially in contact. It uses RAPID to find in the narrow phase
which pairs of objects intersect.

H-COLLIDE is a framework to find collisions for haptic
interactions. It uses a hybrid hierarchy of uniform grids and trees
of OBBs to exploit frame-to-frame coherence. It was specialized
to find collisions between a point probe against 3D objects.

The QuickCD and Dop-Tree implementations build a hierarchy
tree of discrete orientation polytopes (k-dops). The main
advantage of using discrete orientation polytopes is that k-dops
are better approximations to the underlying geometry than
AABBs with the advantage of its low cost compared to OBBs.

Swift++ builds a hierarchy of convex hulls and intersection is
tested using a modified Lin-Canny closest feature algorithm.

He [12] uses a hybrid approach that combines OBBs and k-dops
called QUOSPOs. This approach provides a tight approximation of
the original model at each level.

Another class of hierarchical data structures used for collision
detection are spatial partitioning representations: regular grids [13,
14, 15, 16], octrees [17, 18], BSP-trees [19] and R-trees [20].
Spatial subdivisions are a recursive partitioning of the embedding
space occupied by objects. In general, spatial partitioning
structures are used as a secondary representation for the collision
detection process.

The main idea behind all space partitioning methods is to exploit
spatial coherency. For each object, we check for collision only
objects of the neighborhood, eliminating comparisons with those
objects that are far away and therefore cannot be colliding.

Zyda [13] uses grids to find overlapping objects in the broad
phase. Garcia-Alonso [14] also uses uniform grids to find exact
collisions between 3D objects for the narrow phase. Teschner [21]
use uniform grid subdivision combined with hashing to reduce
storage requirements for collision and self-collision detection of
deforming objects that consist of tetrahedrons. Eits [22] also uses
a spatial grid inspired by the work of Teschener together with 1D
hash table to find collisions between deformable tetrahedral
models. A hybrid approach is presented by Gregory [8] using
regular grids, where each occupied grid cell stores an OBBs tree
of those triangles on that cell.

Hubbard [17] approach for finding collisions in real time is based
on a time-critical computing algorithm and on octrees of spheres.
Kitamura [18] algorithm for collision detection uses an octree for
each object. Ganovelli [16] also associate an octree of axis aligned
bounding boxes with each object, and keeps this hierarchy
efficiently and dynamically updated for deformable objects.

Luque [19] uses semi-adjusting BSP-trees for representing scenes
composed of thousands of moving objects.

Figueiredo [20] combines AABBs with R-trees to implement an
efficient collision detection algorithm that determines intersecting
surfaces.

Various approaches have been recently introduced using existing
graphics accelerated boards (GPU) [23, 24, 25, 26] or dedicated
hardware [27] to accelerate collision detection by hardware.

Russia, St.Petersburg, September 20-24, 2010

Algorithms using graphics hardware use depth and stencil buffer
techniques to determine collisions between convex [23] and non-
convex [24] objects. CULLIDE [25] is also a GPU based
algorithm that uses image-space occlusion queries and OBBs in a
hybrid approach to determine intersections between general
models with thousands of polygons. MRC [26] deals with large
models composed of dozens of millions of polygons by using the
representation of a clustered hierarchy of progressive meshes
(CHPM) as a LOD hierarchy for a conservative errorbound
collision and as a BVH for a GPU-based collision culling
algorithm.

These GPU-based algorithms are applicable to both rigid and
deformable models since all the computations are made in the
image-space. Collision detection methods using GPUs have the
disadvantage that they compete with the rendering process,
slowing down the overall frame rate. Furthermore, some of these
approaches are pure image based reducing their accuracy due to
the discrete geometry representation.

All these collision methods have been applied only to polygonal
objects. Recently Klein [28] presented a novel approach for
collision detection of point clouds. They construct a point
hierarchy of bounding volumes to enclose the points at different
levels of the hierarchy. Points are stored in the hierarchy leaves.
Each node stores a sufficient sample of the points plus a sphere
covering of a part of the surface. Given two point cloud
hierarchies, two objects are tested for collision by simultaneous
traversal. At the leaves, an intersection is determined by
estimating the smallest distance.

Recently, Kim [31] et. al show the performance benefits of using
compression of out-of-core AABBs for collision detection of
polygon models that do not fit in main memory, namely they
show that the resources of the CPU can be used to compensate the
1/0 lag of reading uncompressed data structures.

3. VIZIR

The VIZIR project sets out to develop new visualization and
interaction algorithms of massive out-of-core data. The 3D model
of study consists of approximately 700 laser scans of the Batalha
monastery, ~2 billion points, exceeding 100 GBytes.

Collision detection is an important interaction cue to help user
navigation in the virtual world. Unfortunately not much work
exists with solutions for collision detection with point clouds.

Before the full complexity of the model can be addressed, an
efficient and reliable collision detection solution is needed for
point clouds.

For this purpose a simple scenario was designed to evaluate
different user collisions that can occur whilst navigating and
exploring a 3D point cloud model.

In this scenario a subset of the model was chosen that enabled the
user’s polygonal avatar, which is represented as a point cloud for
collision detection purposes, to pass through open doors, walk
alongside walls, but is stopped when colliding with the point
cloud (Figure 1, 2).

In addition standard collision detection tests were carried out, and
collisions with points obtained from CAD models were also
tested.

In the next section we present our solution for efficiently detecting
collisions with point clouds.
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Figure 1: First person view of the user in the scenario of
interaction whilst navigating the scanned Batalha monastery
model.

4. POINT CLOUD HIERARCHY

This section presents the data structures that the proposed
algorithm uses to find collisions in a large environment where 3D
models are described as point clouds.

First a uniform grid that divides the scene graph into N xN x N
cubic cells of equal volume is used, thus building a grid of voxels.
Each voxel has a list of the objects and the points occupying that
region. To study the various user scenarios described in the
previous section the voxel containing the entrance to the
monastery was used (Figure 2). In a future scenario, each data
structure associated with a voxel could be compressed and
neighbour voxels to a user’s position loaded and uncompressed
into a LRU queue [32].

Figure 2: Walkthrough collision test scenarios between the Al
avatar model comprised of 3617 points (lower left) and the
587923 point cloud belonging to a single voxel.
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To determine colliding objects at each voxel, the approach
presented in this paper use R-tree hierarchies of Axis-Aligned
Bounding Boxes, to find collisions between pairs of 3D objects
defined as clouds of points. Each object is represented by a R-tree
data structure in its own local coordinate system. The R-tree
hierarchy structure is used to filter out portions of the object that
cannot intersect.

The choice of bounding volume type influences performance of
the collision detection process. The implementation of the
collision detection algorithm presented in this paper uses axis
aligned bounding boxes because they are faster to intersect.

It was decided to use R-trees [30] to build bounding volume
hierarchies and organize 3D geometry of objects to improving the
performance of the collision detection process. R-trees are a good
choice for collision detection because first, at any level of the tree,
each primitive is associated with only a single node. Secondly, in
an R-tree all leaf nodes appear on the same level. Third, because

the depth of a R-tree storing n primitives is log, n, m is the
minimum number of children of a node.

The objects of each voxel are represented by an R-tree data
structure in its own local coordinate system (Figure 3) to speed up
the process of finding collisions. The R-tree is built, grouping
neighbouring points. The leaf nodes represent the points that
define the object. For two objects, it checks for collisions between
points which are in the neighbourhood, eliminating comparisons
with those that are far away.

Vaxal

Figure 3: Every object of each voxel is an R-tree of points.

5. COLLISION DETECTION ALGORITHM

This section presents a novel algorithm for determining
intersections between pairs of 3D objects defined as point clouds.
The approach presented is supported by an R-tree hierarchy of
axis-aligned bounding boxes and the Overlapping Axis-Aligned
Bounding Box to improve performance by reducing the number of
bounding volume intersections.

The collision detection approach uses axis-aligned bounding
boxes for four reasons: i) they are fast to intersect; ii) use less
memory; iii) hierarchies of AABBs are faster to build; and iv)
faster to update.

The points of an object are organized in a hierarchical tree of
bounding volumes (BV). To find if two objects are intersecting,
the collision detection manager makes a a recursive traversal of

GraphiCon'2010



Section 1. Geometry Processing

two R-tree bounding volumes trees A and B. The approach
presented takes advantage of the OAABB and is implemented to
avoid visiting the same node several times to improve
performance. It visits the nodes of object A once. The OAABB is
an approach introduced by [29] to improve collision
detection performance. Consider two objects, A and B,
whose corresponding axis-aligned bounding boxes are
overlapping and therefore are candidates for collision. The
OAABB is defined as the volume that is common to two
axis-aligned bounding boxes (Figure 4).

EOALBEAE)

Figure 4: The OAABB is shown for two point cloud models
intersecting.

Figure 5 presents the pseudo code of the novel approach.

Collide (A, B)

1: AABBB(A):MB_A'AABBA(A)//Update BV

2:1f (AABBz(A) do not intersect AABBs(B))
return

:Determine OAABBsz(A, B)

:DescendRtree( B, OAABB:(A,B))

- for each point P@®) finsice O¥EB(A,B)

Uodate point PB) into coord. system of A P(B)

DescencRtree( A, 0AABBA(A.B), P(B)

Figure 5: Pseudo-code for finding two intersecting objects.

~Noohw

The collision detection algorithm first checks if objects A and B
are disjoint (line 1-2 in Figure 5). The bounding volumes of each
object are originally computed in the object’s local coordinate
system, AABBA(A) and AABBg(B), respectively. The
transformation matrix that converts the local representation of
object A into the local coordinate system of object B is defined as
Mg_a. The bounding volume of object A is updated to the
coordinate system of object B, by computing the cover axis-
aligned bounding box, AABBg(A). Once the bounding volumes of
each object are in the same coordinate system they can be checked
for overlap. If this pair of AABBs does not overlap, then the
corresponding two objects are not intersecting and the process
ends. If they overlap, then the system determines the Overlapping
Axis-Aligned Bounding Box, OAABBg(A,B) of the two objects
(line 3 in Figure 5), which is defined in the local coordinate
system of object B.

The next step of the collision detection process determines the
points from object B inside the OAABB (line 4 of Figure 5). As
mentioned before, the points of object B are organized in a
bounding volume R-tree. The points of B are stored at the leaf
nodes of the R-tree. By descending this R-tree, the points of object
B outside the OAABBg(A,B) are filtered out. Only points at the
leaf nodes inside the OAABBg(A,B) are candidate for collision.
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The objects of object B inside the OAABB are transformed into
the coordinate system of object A, Pa(B) (line 6).

Then, the collision detection algorithm descends the bounding
volume R-tree for object A (line 7 of Figure 5). In this step it finds
points of object A inside both the OAABB and points in close
proximity of object B.

6. EXPERIMENTAL RESULTS

This section presents the performance evaluation results of the
novel collision detection algorithm for point cloud models
described in this paper.

6.1. Using Points from CAD Models

This section shows that the proposed collision detection for point
cloud models is effective in determining collisions in real time. It
is also shown that it compares favorably with other approaches
that determine collisions with a model’s polygons instead of with
a model’s vertices.

To evaluate this, two case studies were designed. The first case
study, evaluates the performance of the system with a real
maintenance application, with interpenetrations between 3D
models. The second case study, tests the performance of the
collision detection algorithm for very close proximity when there
are no intersections.

The first case study represents user operations to assembly the
components to build a digger mechanism (Figure 6, left). For this
application, it is necessary to allow the user to interactively carry
out assembly and disassembly operations on the virtual prototypes
in a realistic way. The three-dimensional virtual prototypes need
to simulate physical properties realistically and interactively.

The functional modules used by this application are collision
detection, constraint recognition, constraint satisfaction, constraint
management and constraint motion. The automatic constraint
recognition process uses collision detection services for various
purposes such as (a) to provide collision response to stop object
penetration, (b) to identify colliding parts to support the
recognition of assembly relationships between the assembly parts,
(c) to simulate constrained motion, (e) to simulate kinematics
motion and sliding, thus assisting users to carry out precise object
manipulations.

Figure 6: Test case scenario of: left) a Digger model; right) the
grid scene.

The second example is a scene with two grids from a collision
detection benchmark suite [31] (Figure 6, right). This
benchmarking system is used to to compare pairwise static
collision detection algorithms for rigid objects. This benchmark
generates a number of positions and orientations for a predefined
distance in close proximity and no interpenetration. It does not test
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performance of collision detection approaches when intersections
occeur.

Table 1 presents the complexity for the digger and grid case
studies.

The digger scenario has five parts that are assembled in a
sequence of five hundred and seven intersecting steps. At each
step it is found an intersection between parts of the scenario that
are recognized and assembled appropriately. This experiment was
conducted by the user executing the required assembly operations.
The executed path was recorded and it was repeated only the
intersecting steps to obtain the data values.

The second scenario has two equal grid objects defined each one
of them with forty thousand and eighty points. The benchmark
generated six thousand and thirty eight steps that positioned the
two objects very close to each other, but not touching each other.
With these two case studies, the performance of the novel
collision detection approach for cloud point models is evaluated.

Table 1: Complexity of the case studies.

Digger Grid
Number of Objects 5 2
Number Points 7356 46080
Number of steps 507 6038

All the experiments run in an Intel Core 2 Duo T7300, 2GByte of
RAM memory at 2GHz.

The execution times, presented in this section, include only the
time to determine collisions and do not include time for rendering
or motion simulation.

Table 2 presents these times. The proposed collision detection
algorithm for point cloud models achieves interactive rates in real
industrial applications as desired.

Table 2: Collision detection time to find intersecting surfaces.

Time in milliseconds per 3D.m0de|s of
L - Point Clouds
step to determine intersections
Digger 0.03
Grid 0.21

The time to determine the collisions between two objects depends
on: (1) the cost of intersecting and updating bounding volumes;
and (2) on the number of such operations. Table 3 shows the
number of operations executed to determine intersections. This
table shows that the number of bounding volume updates is
significantly lower than the number of bounding volume
intersections. The update of a bounding volume is a more
expensive operation than a bounding volume intersection.

Table 3: Operations per step to determine intersections.

Number of operations Digger Grid
AABB:S tests 149 634
AABBSs updates 26 131

Table 4 shows the time and the number of operations executed to
run the two test cases with the same collision detection algorithm,
but it does not use the OAABB concept. This table presents
results for the same traversal scheme to find collisions using only
R-Trees.

34

Table 4: Traversal scheme for collision detection using R-Trees
and not using the OAABB.

Digger Grid
Time to find intersections (ms) 0.15 3.79
Number AABB:s tests 230 4810
Number AABBs updates 174 4625

The performance of the collision detection approach proposed is
better when it uses the OAABBs.

From comparison of Tables 3 and 4, it is possible to see that the
number of bounding volume checks and updates is reduced
significantly by the use of the OAABB.

It is also important to compare the performance of this algorithm
with other collision detection systems, although public collision
detection toolkits are supported by polygonal models. Table 5
presents the times obtained for the two case studies with the S-
CD, PQP, RAPID, OPCODE and Dop Tree collision detection
toolkits. The times presented were obtained in the determination
of the first intersecting triangle.

Table 5: Time to find first triangle intersection.

Time to find first
triangle intersection Digger Grid
(milliseconds)
PQP 0.94 8.99
RAPID 0.36 6.02
OPCODE 0.08 0.61
Dop Tree 1.26 7.09
S-CD 0.25 2.29

Tables 2 and 5 shows there is an improvement in performance for
the collision detection approach supported by point cloud models.
This improvement can be explained by the fact that the novel
approach presented in this paper is being supported by point cloud
models and, in this way, it does not make triangle checks to find
intersections, which is an expensive operation. For this reason,
there is a difference on the number of intersections determined
with a collision detection using polygonal models and the
approach described in this paper. However, for the digger case
study there was only 1,1% different answers reported, which is a
low error probability for the new collision detection algorithm for
point cloud models.

6.2. Using Points from Scanned DataSets

Collision detection algorithms designed for polygonal and CAD
models can rely on the concept of collision between subset
surfaces. This has the advantage that searches for instance can be
faster as we are dealing with only subsets rather than the entire
model. In addition since we are typically only interested in
detecting the collision between surfaces, a small standard
tolerance constant is used in the literature. However point clouds
derived from laser scans present two main differences: they are
not segmented, and points are only samples of the surface, making
an actual collision between points a less likely event. Point based
rendering algorithms such as QSplat [33] change the thickness and
shape of a point splat to better convey visually the underlying
surface while viewing in close range. Similarly we use the average
closest point distance of a point divided by two to create bounding
boxes at point level that ensure collision detection of the surface
they represent. In addition for each voxel we use an octree to
segment points into smaller working sets.
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As mentioned in section 3, we created an interactive system to
study various collision scenarios using the Batalha Fagade Model.
This model was obtained using a laser scan and contains 587923
points. The avatar is the Al model using 3617 points and walks
along a predefined path of 40 seconds used to benchmark our
collision algorithm and depicted with a white dashed line in Fig.
2.

We performed several partitions of the model into surfaces using
an octree data-structure with different levels (4 joining cells of the
first level, 8, 64, 512, 4096 cells). The resulting non-empty cells
of the octree were used to create an R-tree collision structure of
degree 4 per each cell. We run our experiment on a laptop
equipped with a Core 2 Duo T9300 2.50 GHz Cpu, 4 Gb of RAM
memory, a NVIDIA 8800M GTX graphic card with 512 Mb and
running Windows 7 64 bits. Our walkthrough application was
implemented in C++ using GLUT and OpenGL libraries.

Table 6, presents the results of our algorithm during the
navigation of the avatar model along the predefined path.

The first column defines which partition was used for the model
resulting into several surfaces (i.e. set of points organized in a R-
tree) presented in the second column. We also present the memory
used by the application during the path traversal and the memory
size of the R-tree data structure. Finally, the average framerate of
the walkthrough as well as the pre-processing time needed to
create the collision structure are shown. We note that to run the
application for an interactive exploration, we only need a few
seconds to load the R-tree as shown in the last column of Table 6.

Table 6: Memory and Timing for several subdivision of the
Batalha Model.

#RTrees | App Mem | Rtree Av Pre Load
Model or (Mb) Mem. F 9. Processing | RTree

Surfaces Mb) | P | Time (h:mm) | Time(s)
Sub 4 4 170.10|49.03 | 18.36 4h00 4.67
Oct 8 8 175.93|59.02 | 19.60 2h00 6.39
Oct 64 12 175.67 | 56.81 | 19.86 1h58 6.09
Oct 512 31 173.3752.08 | 19.57 1h15 5.62
Oct 4096 95 172.78 | 52.66 | 23.78 0h25 5.34

Our application was designed to run a synchronized rendering
loop of 30 fps which is sufficient for desktop based real-time
visualization. We can notice that our approach provides an
average frame rate from 16 up to 24 fps with collision detection
(Figure 7). The penalty of the collision test is strongly related with
the partition of the model. We should notice that the collision test
is defined between the avatar and the scene points. Our
experiments have shown that creating more R-trees (one for each
non-empty subdivided octree leaf node), segments the object in
correspondingly more surfaces with less triangles (Table 6),
however as the octree subdivision is not deep (typically level 4),
very little extra memory is necessary than when using fewer R-
trees with less surfaces and more triangles. More R-Trees with
less triangles enable fewer run-time tests and faster average frame
rate (Figure 7). In addition, the preprocessing time when using
more R-Trees is significantly less as there are less triangles to
consider in the subdivision and grouping steps. This marginal
increase in memory makes us believe that the approach is suitable
and scalable to handle large point data-sets. Figure 7 depicts the
variation of the framerate along our 40 second path using the
different partitions. The black dashed line corresponds to the
framerate obtained with the walkthrough of the path without
collision detection. Figure 7 shows that even with collision
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detection the navigation is still interactive and the cost of the R-
tree traversal is variable due to the spatial partition of the R-tree
structure. Depending of the octree level used for the model
subdivision into surfaces, the different R-tree do not have the
same depth. However the collision detection is faster using
smaller point sets, as each R-tree has less primitives to test (Figure
7). This is why we obtain the best results with the surface partition
based on 4096 cells of the octree (orange line) whith an average
framerate of 24 fps. These results shows that the partition of the
model improves the collision test performance providing
interactive collision detection with a model of 587923 points.

Framerate Fp/s

10

o 5 10 15 20 25 30 35 40
Time (s)
—— 4Subdiv Octree 8 —— Octree 64
Octree 512 Octree 4096 = === No Collision

Figure 7: Application framerate when Al model is walking along
the path.

7. CONCLUSIONS AND FUTURE WORK

This paper presents a novel approach for collision detection of
point clouds. There are many approaches and algorithms to
determine collisions between 3D polygonal models. There is very
little in the literature about collision between 3D point clouds
models. However, point clouds have become a popular shape
representation. One of the reasons is due to the fact that 3D
scanning devices became affordable and widely used for projects
like VIZIR.

The proposed collision detection approach divides the scene graph
in voxels. There is a bounding volume R-Tree for each object in a
voxel that organizes spatially its point cloud.

To improve the sequential performance, the collision detection
manager also uses the overlapping axis-aligned bounding box
approach. The OAABB is used to filter out bounding volumes
from two R-trees that cannot intersect. It was shown that the use
of the OAABB reduces significantly the number of bounding
volume checks and updates.

Experimental results show that this implementation is effective in
determining interactively intersections between 3D models. In
particular we show the improvements that R-trees can offer over
just using AABB, we believe that these results can present
benefits in an out-of-core setting, since the solution for polygon
models developed by Kim et.al [31] al uses AABB.

This collision detection toolkit is publicly available for download
at http://w3.ualg.pt/~mfiguei/.

For future work we want to integrate the collision detection
manager presented in this paper in the VIZIR prototype that is
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being developed and evaluate its applicability to very large
environments.

In the context of laser scan data, we found that using the average
closest point distance of a point divided by two to create the
bounding box around each point works well in general. However
the sampling density of such models is not the same everywhere
thus making the underlining surface more porous for collision. We
tested a more conservative approach that used the average closest
point distance to ensure overlap between point boxes. This test did
not interfere with the framerate. However, traversing tighter areas
such as the door of the Monastery became more difficult without
colliding. In the future we would like to design an adaptive
bounding box size to better handle point sets with heterogeneous
sampling density.

We would also like to test the performance of the collision
detection algorithm using manually defined point subsets that
spatially approximate more closely the underlying real world
surfaces.
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Abstract

This paper is devoted to the problem of the repairing incomplete
reconstructed (damaged) CAD-models. It proposes a general
concept of an abstract field whose force lines approximate the
missing surface of a model to be repaired. This field is called the
missing surface field. The main idea of the concept is that
calculations of a missing surface estimation method can be
expressed via tension indices of this field. These tension indices
created by various estimation methods can be summed to obtain
the resulting ones. Thus, within the framework of the concept
various methods of missing surface estimation can be used
together to supplement each other and achieve better repairing
results.

Keywords: cloud of points, surface reconstruction, mesh
repairing, parallel architectures

1. INTRODUCTION

Creating CAD-models from cloud of points obtained by sampling
the corresponding original objects is widely used in science,
culture and industry. But because of various physical and
technical reasons such cloud of points often contains regions with
unsatisfactory allocation of the points or without them. In this
case using even a powerful and robust surface reconstruction
algorithm often leads to absence of the obtained model surface in
the badly sampled regions. So, the problem of repairing
incomplete reconstructed (damaged) CAD-models is very topical.

A majority of recently developed repairing methods can be related
to two groups. Methods of the first one (let’s call it the rebuilding
group), in general, rebuild all a model to be repaired [TJO4,
EBV05, ZJH07]. But it means that they ignore the most part of
the previous work to create the model. Their cost of work has
weak dependence on the degree of damage of the model that leads
to inefficient processing little damaged models. Methods of the
second group (let’s call it the template-warping group) use
warping of a suitable template from a database to repair a given
damaged model region [ACP03, PMGO05, SKR06]. They show
impressive results, but are usable only for models corresponding
to their template databases. Also, to provide proper fitting of a
chosen template to the corresponding damaged model region such
methods require manually setting a certain number of point
matches between them.

Each existing repairing method is based on the corresponding
method of missing surface estimation. In spite of the fact that
even a heavily damaged CAD-model contains diverse kinds of
information about its missing surface (the behavior of the
reconstructed one, location of unused sampled points, a
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supposition of symmetry, etc) such estimation method uses only
the corresponding restricted parts of it. So, using this information
entirely promises significantly increasing the repairing quality
with comparison of existing methods. But it is clear that
developing one "universal" estimation method with this property
is impossible. Thus, we have to develop a concept that provides
simultaneously using several different missing surface estimation
methods with possibility of these methods to supplement each
other to achieve a better repairing result. The presented paper is a
continuation of our previous works in the repairing theme [EMO04,
EAKO08]. Unlike of them, in this paper the required concept is
proposed. It is a general concept of an abstract field whose force
lines approximate the missing surface of a model to be repaired.
This field is called the missing surface field. The main idea of the
concept is that calculations of a missing surface estimation
method can be expressed via tension indices of this field. These
tension indices created by various estimation methods can be
summed to obtain the resulting ones. It provides the mentioned
mutual supplementing of the methods. But simultaneously using
several estimation methods significantly increases the cost. More
generally, possibilities of the existing repairing methods are
restricted by high cost of powerful missing surface estimation
ones. Only way to solution this cost problem is parallelization of
the repairing process using modern hardware. Its abilities allow
using approaches and algorithms which even in a near past were
considered extremely costly. A presented repairing method based
on the missing surface field concept is an example of it. The
method uses our previously developed algorithms, which are
supplemented by several new quite costly ones to increase the
repairing quality and robustness. But, using these algorithms
significantly decreases the performance. From the architecture
point of view the method implementation provides the open
architecture principle that allows do develop new missing surface
estimation methods by remote teams and at the same time
decreases the performance as well. But good parallelization
potential of the concept with the modern hardware abilities allows
keeping the repairing time at an acceptable level. In general, the
presented method is oriented to use on multi-processor platforms
that is in agree with the modern trends in computer hardware.

The paper is organized in the following way. In the next three
sections the theoretical basis of our work is described. In section 2
a formalization of assumed input is made. Then there is a
description of two theoretical concepts. Section 3 explains the
previously developed [EMO04] concept of bridges. This concept
considers reducing a heavily damaged model to a model that is
easy to repair. In section 4 the missing surface field concept is
described. In section 5 there is a description of two done
algorithmic implementations of the field. Section 6 is devoted to a
general overview of the developed repairing method. Some results
and a discussion are in sections 7, 8.
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2. FORMALIZATION OF DAMAGED CAD-
MODELS

Consider a CAD-model that is an unsuccessful result of work of
some surface reconstruction algorithm and has the following
properties: the model contains a partially reconstructed surface
(A), with condition that each part of this surface represents the
corresponding part of the original object; the remaining part of the
model surface (A) is missing; the model can contain unused
sampled points (free points). Let’s call such model an incomplete
CAD-model (ICADM). In general case, to obtain it, we need to
apply a proper filtering procedure that removes all parts of A
which don’t represent the original object surface. Just an ICADM
is the assumed input in our works.

In an ICADM A can be represented by one or several isolated
coherent regions. Let’s call such regions islands.

Any ICADM contains one or several closed boundaries which
separate A and A. Each boundary has connection with one and
only one region of A. If this region is connected only with the
same boundary let’s call such boundary a hole boundary or a
complex boundary (CB) otherwise. As a consequence, the
aggregate of a hole boundary and the region of A that is
connected with the boundary is called a hole.

Let’s call a hole a trivial hole (TH) if its region of A can be
reconstructed by an existing not so complicated algorithm or a
complicated hole (CH) otherwise. A boundary that is not the
boundary of a trivial hole will be called a non-trivial boundary.

Using the terms defined above the following classification of
ICADMs is made:

class num. of islands CB CH TH
ICM3 >1 y y/n y/n
ICM2 1 n y y/n
ICM1 1 n n y

ICMT 1 y yIn y/n

Note, that an ICADM can belong to class ICMT only if the
corresponding original object is not a topological equivalence of a
sphere and has one or several internal “tunnels” (for example, a
torus-like object) which don’t exist in the ICADM. In addition,
each missing “tunnel” should be represented by the corresponding
pair of complex boundaries and the both boundaries should
belong to the same island. Such situation rarely occurs in
practice, so this class is defined outside the main class sequence
and is not widely considered in this paper.

3. CONCEPT OF BRIDGES

From the contents of the previous section it follows that obtaining
a correct CAD-model from an ICADM of class ICML1 is not a
problem. So, in general case we need a way to reduce an ICADM
of class ICM3 to an ICADM of class ICM1 via intermediate
ICADMs of classes ICMT (if this class is possible) and ICM2. To
make it, it is enough to reconstruct A only in properly chosen
strip-like regions connecting the corresponding boundaries of A
(F3.1).
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Figure F3.1

Diminishing the width of such strip region to 0 we obtain a curve
connecting the two corresponding boundary points of A; at each

internal point of the curve the normal vector to A is defined
(F3.2). Let’s call such curve a bridge.

Figure F3.2

Figure F3.1 illustrates how the concept of bridges works. In the
left there is a beginning ICADM of class ICM3 representing a
ball-like object. Initially, using bridges we reduce it to an ICADM
of class ICM2 (middle). This ICADM contains only holes, each
hole boundary is formed by the corresponding bridges and
fragments of island boundaries. Then using bridges again each
complicated hole of the ICADM is recursively decomposed until
a set of only trivial holes is obtained (right).

In this way bridges create an irregular mesh approximating A,
inside each cell of the mesh A can be reconstructed by a simple
existing method (see F3.3).
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Figure F3.3

Considering that a bridge approximates the corresponding surface
strip of a finite width (the width depends on a specified
approximation precision) we can conclude that using the concept
of bridges a major share of A is reconstructed the simple method.
So, using the concept significantly reduces the total repairing cost.

4. MISSING SURFACE FIELD CONCEPT

In the beginning, note that A can be reconstructed only with some
probability to be correct and the task of repairing a given ICADM
has infinity number of acceptable solutions.

Let’s suppose that in an area containing a considered ICADM
there is a field of some nature. It can be considered as an instance
of the missing surface field (AF) introduced above, if it provides
obtaining the following indices at each point of the area:
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e a scalar value ¥ (potential), such that at a specified point
(X') and a point (Y') in its neighborhood ¥, > ¥, if the
probability of that A passes through X is greater than the
same probability for Y ; non-positive values of ¥
correspond to cases when this possibility is equal to 0;

e avector F (force), that indicates the likeliest direction of a
bridge that passes through (incidents from) the point; the
length of the vector expresses the probability of the direction
to be correct in the same manner like the value of

Y expresses the corresponding probability;

e ascalar value 2 (attraction index) that indices the value of
the attraction component of F, Q<|F |, because in
general case the force consists of its attractive and repulsive
components;

e avector N (normal) that indicates the likeliest direction of
the normal to A passing through the point at the point; the
length of the vector expresses the probability of its direction
to be correct in the same way like the length of F expresses
the corresponding probability.

Of course, if ¥=0 (for example, at a point € A) then |F |= 0,
0=0and|N |=0 as well.

From the programming point of view the missing surface field can
be represented by the following interface:

interface IMissingSurfaceField

{
virtual void set_point(const VECTOR& point);

virtual real get_potential() const;

virtual void get_force(VECTOR& force) const;
virtual real get_attraction_indexI() const;

virtual void get_normal(VECTOR& normal) const;

b3
Each instance of AF is implemented on the base of the
corresponding missing surface estimation method. To determine

the AF indices this method can require the corresponding set of
extra parameters that is called the state context of the method.

Let’s call an instance of AF a complete AF, if it provides
obtaining all the AF indices at a point or an incomplete AF
otherwise. An AF can be implemented as a linear composition of

several (K ) other AFs with the corresponding weights (w ):

_ S k K
AF :ZWiAFi , it means that y — Zwi'{/i . F :zWiFi ,
i=1 i=1 i=1

Kk Kk
Q= w0 N=>wN, (E4D).

i=1 i-1
Let’s call such AF a composite AF. Components of a complete
composite AF can be incomplete AFs, with condition that
obtaining each AF index is provided by at least one of its
components.

Thus, the concept of AF provides joint using various missing
surface estimation methods to achieve better repairing result.
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In general, the relationship between the concept of AF and the
concept of bridges is similar like the relationship between
dynamics and kinematics in physics. Using AF we can answer to
the question: “what probability of that a correct bridge passes
through a specified point and what the trajectory of this bridge?”
Presence of the force index allows considering AF as a force field
and bridges as its force lines. But there is one fine point. From the
definitions of the potential and the force vector it follows that the
force vector should be collinear with the potential gradient
(except several degenerated cases). But if in a used instance of AF
the force vector and the potential value are determined by
different estimation methods (for example, if this instance is a
composite AF), then these vectors can be non-collinear in general.
To keep adequate force line behavior in this situation, assume that
a force line of AF is a curve such that at each point of it: all the
AF indices are defined; the attraction factor isn’t less than a
specified threshold; the tangent vector to the curve is directed in
accordance with the force vector and has a restricted deviation
from it in the plane defined by the force and the normal vectors to
be as close as it is possible to the potential gradient vector.
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Figure F4.1

From this definition it follows that any AF force line starts and
ends at the corresponding boundary points of A. A force line can
be iteratively traced from a specified boundary point until the
corresponding opposite boundary point is reached. Each tracing
iteration is performed in accordance with the following algorithm
(F4.1).

At a specified beginning point (P,) the attraction factor value
(Q,) is determined. If this value is less than a specified threshold

then the tracing process is terminated as unsuccessful. Otherwise
the force vector () is determined at the point. Using this vector

and a specified tracing step (s ) the first approximation of the next
force line point (Pl') is obtained. At this point the acting normal
vector (Nl') is determined. Using this vector and a specified
deviation limit (d) the segment of the next point searching
(Pl'o, Pl'l) is determined. The point of the potential maximum on

this segment is assumed as the next force line point ( P)).
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In this way each force line can be traced independently on other
ones. Moreover, the AF indices at a point can be determined
independently on these indices at other points. It provides good
parallelization abilities of implementations which use the AF
concept.

In the end of this concept explanation let’s define the quality
index (q) of an AF force line:

1
q :IJ&P(I)dI (E4.2)

where L is the total force line length.

5. IMPLEMENTED MISSING SURFACE FIELDS

5.1 General background

Described in this section implementations of AF are developed in
a “physical” manner, so they have several common traits adduced
below.

For each field the following two kinds of objects are defined: an
elementary source and an object of the field action. The both
kinds of objects are represented by single points supplemented by
the corresponding sets of extra features (such set can be empty).
An elementary source acts in the corresponding way on an object
of action.

The action of an elementary source decreases with increasing the
distance between it and a considered object of action. In each of
the AF implementations described below this property is
implemented by the corresponding distance function of the
following kind:

A(ry=1ifr<r,, A(r)=0ifrx>r,

A(r) =(

L lyeif r, <r <1, (5L
n—r

where r,, r,, p are positive constants, 0 < ro <.

A has a shielding effect on AF. This effect currently implemented
in the following way: an elementary source doesn’t act at a
specified point if the segment between this point and the point of
the source crosses A.

5.2 Boundary interpolation missing surface field

To determine the AF indices the implementation of AF described
here uses an interpolation of boundaries of A. Because of that it is
called the boundary interpolation missing surface field (BIAF).

Initially, let’s consider the basic geometric issues. Consider a
boundary of A, a point (O) on it, the normal vector to A at the
point (n®), and the tangent line to the boundary at the point

(F5.2.1). The tangent line splits the plane defined by O and n°
to the “occupied” and the “empty” half-planes. Define the unit

vector (7°) on the tangent line such that the cross product

n°® xz° is in the “occupied” half-plane. Let’s call such vector
the tangent vector of a specified boundary point.
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Figure F5.2.1
Consider connection of some point outside A ( X ) with A at O
by an arbitrary narrow planar strip. It is obvious, that the plane of
this strip should pass through X , O and the boundary tangent
lineat O.

From the vector cross-product properties it follows that the
normal vector (n*°) of this strip is defined by the following
equation:

n*o — 5% (E5.2.1)
Bl
where 70 =d”° x7¢°, gox :&.
|OX |

Now, assuming that a normal vector at X (n*) is specified,
let’s define the quality (qxo) of the considered strip connection
in the following way:

0 4 XO X 142 XO
§%0 |(n n +1)(n n +1) (E5.2.2)
2 2

In this formulation the first multiplier indicates the “passability”
of the strip; the second one expresses the degree of extrapolation
of A at O by the strip; the third expresses the degree of
extrapolation of an arbitrary small surface element defined by
X and n* by the strip.

77)(0 =|

Now, let’s define the introduced above field. As an elementary
source of the field the aggregate of a boundary point of A (O),

the normal (n°) and the tangent vectors (¢°) at the point
({O,no,z-o}) is assumed. As an object of the field action let’s

assume the last traced point of a force line with the origin at the
corresponding boundary point (B ). That is the aggregate of a

space point ( X ), a specified normal vector at it (n*) and the
tangent vector at the corresponding force line origin (z®):
{X,n*,z®}. With these assumptions define the force (F ™) of
action of {O,n°,z°} on {X,n*,7z®} in the following way:

F* =-cA" (| XO )p*°d if z82° <0

FX=0if z%2° >0 (E5.2.3)

where constant ¢ expresses the length of the boundary segment
represented by O (in other words it is a “charge value” of the

elementary source); A®' is a distance function of the kind
introduced by (E5.1.1).

It also can be written in the following matrix form:
F*=H'n" (E5.24)
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where
OX 14 XO OX 14 XO OX 14 XO OX
d.'n;” dng don” dy

1
X_i OX 4 XO OX 4 XO OX 4 XO OoX
H ==m dy n dy n dy n dy

X z

2 y
OX ~ XO OX ~ XO OX ~ XO OX
d,"n;” d,;’n/~ d,"n~ d,
0,4 XO
nn> +1
m=c|sx‘°|(72 )

When the field at a point is created by a number of sources, this

formulation allows obtaining the force vector for various n*
without recalculation of the matrix.

The AF normal vector (N X ), the potential (Y’X ) and the
attraction index (2 ) created at X by action of {0,n°,z°} on
{X,n*,z®} are defined in the following way:

N* =mn*° (E5.2.5)
X =N*n* (E5.2.6)
Q% =|F*|In*n*° (E5.2.7)

The defined field is a complete AF because it provides obtaining
all the AF indices at a point; vectors n* and z° are considered
as parameters of the state context of the field.

5.3 Point radial missing surface field

This implementation of AF is called the point radial missing
surface field (PRAF). Its elementary source is a free point of a
specified ICADM. An object of the field action is just a space
point. This field is incomplete, because it provides obtaining only
the potential value at a specified point. This potential, created by
a free point (O) at a specified space point ( X ) is defined by the
following equation:

X =cAR(| XO|) (E5.3.1)
where ¢ e (01] is the confidence value of the free point

coordinates; A™® is a distance function of the kind introduced by
(E5.1.1).

This AF can increase the adequateness of force line behavior of a
composite AF with its participation, if a processed ICADM
contains a sufficient number of free points.

6. THE IMPLEMENTED METHOD OVERVIEW

Using the theoretical basis described above a repairing method
has been developed and implemented. It uses a composite AF that
currently consists of BIAF and PRAF. The basic steps of the
method are described in the next three subsections. These steps
differ from each other in determining the characteristic value of A
discontinuity (it used to adjust the distance function parameters of
the AFs) and in determining the set of used elementary sources of
BIAF. The set of used elementary sources of PRAF for these steps
is the same and consists of all free points of a processed ICADM.

In the last subsection the basic properties of the method are
considered.
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6.1 Connection of islands

In the input of this step an ICADM of class ICM3 is assumed.
Initially, for each island a set of bridges connecting it with the
other ones is obtained in the following sequence:

1. the averaged inter-island span in a neighborhood of the
island is taken as the characteristic value of A
discontinuity;

2. the set of considered BIAF sources is defined as the set
of all boundary points of all the other islands;

3. at all boundary points of the island the AF attraction
index is determined, and then the points of local
maximums of the index are selected;

4. from the selected points the corresponding AF force
lines are traced, these force lines are considered as the
required bridges.

After processing all the islands, the total graph of connections is
obtained. In general case this graph can contain topologically
conflicting bridges. Each detected conflict situation is resolved by
eliminating the necessary number of bridges with the least values
of the force line quality (see E4.2).

Then, in accordance with the concept of bridges, the
corresponding set of holes is extracted from the graph.

6.2 Detecting and processing lost “tunnels”

If initially, or after the previous step, the processed ICADM can
be referred to class ICMT and a case of this class is admitted a
priori, then this step is performed. The used algorithm allows
detecting and correctly processing an internal “tunnel” if it is
represented by the corresponding pair of non-trivial boundaries.

At this step the averaged distance between all non-trivial
boundaries is taken as the characteristic value of A discontinuity.
All points of these boundaries are considered as sources of BIAF.
At the same points the local AF attraction index is determined and
then from the points of local maximums of the index the
corresponding force lines are traced. When it is done, two of the
boundaries are considered connected by an internal “tunnel” if
two or more force lines connect them and each of these force lines
has the quality higher than the quality of any other force line of
these boundaries. In this case these force lines are considered as
bridges. The finally obtained graph of connections is processed in
the same way like in the previous step.

6.3 Decomposition of complicated holes

At this step the input consists of one coherent island with one or
several complicated holes. Each of them is processed separately
from other ones. Initially, the averaged size of the processed hole
is taken as the characteristic value of A discontinuity. Then,
considering all boundary points of the hole as sources of BIAF,
the boundary point with the maximal value of the AF attraction
index is determined. From this point the corresponding force line
is traced. It splits the hole to two new ones. This algorithm is
recursively applied until a set of only trivial holes is obtained.

6.4 General properties

In the software realization of the method, the declared above open
architecture principle, when each AF instance interacts with the
system Kkernel via the interface introduced in section 4, is
implemented. It gives to the system flexibility and extensibility;
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also it allows developing new AF implementations by remote
teams of programmers.

Because the presented method works directly in regions of
damage, its cost does not essentially depend on the square of A
and as a consequence on the number of edges, triangles and points
in the input. But it has a great dependence on the square and the
topology of A. Such dependence can’t be expressed by one simple
cost equation, at the same time a rough approximation can be
obtained. Let’s use the fact that traced AF force lines finally
forms a mesh of trivial holes (F3.3). Assuming for simplicity that
all the force lines are traced with the same step and all the trivial
holes have the same square we can conclude that the number of
points, at which the AF indices should be calculated, is
proportional to the total square of A. Assuming that the AF
indices calculation cost at a point is constant as well, the cost
behavior can be approximated by the following expression:

t =kSquare(A) (E6.4.1)
where K is a positive constant.

It is the same dependence, like in our previous works [EMO04,
EAKO8]. But unlike of them the actual cost value is essentially
greater, because the presented method uses the quite costly
algorithms described above. For example, the used force line
tracing algorithm, when at each step the AF potential maximum is
found, is 6-8 times costlier than the previous one. Modeling the
shielding property (see 5.1) and the open architecture
implementation increase the cost as well.

Fortunately, the base AF concept has good parallelization
potential that allows compensating the mentioned above cost
increasing. In the current implementation the following most
costly operations are parallelized: the AF attraction index
calculation along boundaries; the force line tracing.

7. TESTS AND COMPARISON

Tests discussed in this section were performed using the following
composite AF:

AF = 03BIAF +0.7PRAF (E7.1)

Figure F7.1 illustrates a benefit of using this AF with the
advanced AF force line tracing. An ICADM obtained by
damaging the well known “Bunny” (a) was chosen to test. The
previous tracing algorithm [EAKO8] provides the close-fitting
reconstructed surface behavior (b). Approximately the same result
is provided by the presented tracing algorithm using only BIAF.
But using this algorithm with the composite AF allows achieving
the significantly better repairing quality (c).

Information to compare the costs of the presented method, the
previous one [EAKO08] and our implementation of [EBVO05]
(shrinking membrane algorithm) is adduced in the table below:

method num. of proc. time ()
Shrink. membrane 1 120
[EAKO8] 1 90
This 1 840
This 2 470
This 8 110
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All the tests were performed using the same damaged “Bunny” as
the input. The presented method provides the best quality and
shows a comparable time when it is performed on an 8 processor
hardware platform.

Ability of the method to process heavily damaged ICADMs is
shown in F7.2. Among available algorithms no one can process
this sample correctly except our previous [EAKO08], but its result
is worse in fine details like in the test shown in F7.1.

8. CONCLUSION

The done tests demonstrate that further increasing of the
robustness and the repairing quality is possible. But it requires
using more and more costly missing surface estimation methods.
So, parallelization of computation is only way to increase the
repairing quality keeping acceptable performance indices. The
introduced AF concept provides good potential of development in
the field of new missing surface estimation methods using and in
the field of parallelization as well. As a particular, it seems
perspective to supplement the done implementations of AF by an
implementation that uses some database of samples and a neural
network. The “physical” style of the AF concept corresponds to
the abilities of modern GPU. Using them promises a great benefit.

The method has the proved ability to repair heavily damaged
CAD-models. In general, the repairing can be performed without
any manual management. At the same time, fine adjustment of
some parameters (for example, the distance function power
factors) allows to obtain a better result. Considering the repairing
process quality as a function of these parameters, this adjustment
can be made by global optimization methods using PC-clusters.
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Figure F7.1: The presented method with comparison of [EAKO08]

Figure F7.2: A poorly scanned sculpture fragment repairing
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Section 2: Rendering and visualization

Low Cost Adaptive Anti-Aliasing for Real-Time Ray-Tracing
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Figure 1: Evaluation of the proposed adaptive anti-aliasing scheme in the context of simple packet ray-tracing pipeline. Left
is no-AA image (exactly one eye/shadow ray per pixel). In the middle additional samples are shown (notice how shadow
boundary is also detected for additional sampling). Right image is anti-aliased result. By computing additional samples only
where image-space color gradient is high, we significantly save computations. The resulting quality is identical to the 8X
super-sampling, with only doubling rendering time in compare to no AA version.

Abstract
This paper describes simple, practical scheme for adaptive anti-
aliasing, particularly suitable for packet style ray tracing. The
sampling patterns are organized in a SIMD-friendly fashion. The
technique explores image-space attributes to compute the
gradient. Only where value of the gradient is high, additional
samples are used. The final result is anti-aliasing with 8X super-
sampling quality, for just 2X rendering time increase (on
average).

Keywords: Rendering, adaptive anti-aliasing, ray-tracing,
SIMD, MSAA-patterns.

1. INTRODUCTION

Raster displays use a finite number of pixels to display the scene:
visible artefacts appear where pixels cannot adequately represent
high-frequency data.

Rasterization and ray tracing are combating aliasing in a different
manner. The two most popular ways within the rasterization
context are super-sampling (SSAA) and multi-sampling anti-
aliasing (MSAA). Super-sampling is brute-force approach
performed by rendering the scene at a higher resolution and then
down-sampling to the target resolution. Super-sampling is
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expensive in terms of both performance and memory bandwidth.
Today’s GPUs use MSAA is an approximation to super-sampling,
avoiding unnecessary shader invocations, and CSAA [1] further
improves speed by decoupling coverage samples from color/z/etc
samples. Hardware CSAA/MSAA modes are characterized by the
pattern of the sampling grid, refer to the nice overview [2].

At the same time, both MSAA and CSAA are still brute-force
methods. Performing equally for the whole render target, they
lack adaptivity. The power is wasted on smooth areas, whereas
some problematic pieces of the image might still lack the samples.
For relatively low frequency effects an interesting alternative to
HW AA is mixed resolution rendering [3] which is more adaptive.
Finally, rasterization antialising considers quality of edges
primarily. For geometry aliasing (e.g. aliasing of
shadows/reflections) the existing GPU algorithms rely either on
filtering or increasing overall resolution, for shadow or
environment maps respectively. In contrast, for RT the true
shadow/reflection rays can be traced to get the additional data at
any specific frequency.

At the same time direct super-sampling methods are too expensive
for real-time ray tracing. Also computing pixel coverage that is
required for MSAA/CSAA would essentially mean shooting
additional rays anyway, thus falling back to super-sampling.
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The iterative nature of ray tracing allows for adaptive schemas,
when additional rays are spawned only where it is necessary, so
high-quality results are obtained without significantly increasing
the storage resources and rendering time.

The major question for any adaptive scheme is the way how
troublesome pixels that would need additional samples are
identified. A recent scheme in [6] uses edge-detection filter that
again works well for edge smoothing, but doesn’t consider
geometry aliasing.

For RT there is an option to find discontinuities on the per-packet
basis, but smoother results are obtained, when some global (e.g.
frame-wide) information is used. In the paper we focused on
simple three-pass scheme. Initial pass is sparse stratified
sampling, sharing as many samples as possible with adjacent
pixels. Second pass is discontinuity detection. In the final pass
additional samples (i.e. rays) are traced.

Researchers proposed algorithms for tracing coherent ray packets
instead of single rays ([8]) using SIMD instructions. Thus a
sample pattern should also be packet-friendly. The paper
describes efficient grouping of the pattern rays for SIMD-aware
ray tracing algorithms. We consider the 4-way SIMD (e.g. SSE)
primarily.

We argue that to stay real-time one would need to consider inter-
pixel pattern design. We introduce 2x2 pixels pattern. At the same
time the proposed primary pattern still allows for sub-pixel
accuracy.

2. RELATED WORK

Whitted was first to suggest adaptive super-sampling with
recursively subdividing the pixels [9] for ray tracing. Mitchell
presented effective non-uniform sampling patterns and applied
contrast measure thresholds [10]. Painter and Sloan [11]]
presented hierarchical adaptive stochastic sampling for ray tracing
that worked in progressive manner.

Cone tracing [12] is an example of the instant ray-filtering
approach that overcomes the aliasing problems resulting from the
point sampling approach of ray tracing. The space is probed with
a finite-width cone instead of a ray. The intent is to prefilter by
computing the integral of the image function within a circle on the
image plane. Similar goals were pursued by different researchers
through the introduction of polygonal beams [13] and finally
frustum tracing with MLRTA [14]. MLRTA provides a natural
measure of the geometric complexity (i.e. aliasing probability) of
specific image regions. But no applications of the MLRTA for the
anti-aliasing are described by the best of our knowledge,
particularly for shadows/reflections, that are less advantageous for
frustum tracing.

Also, the geometry complexity is not the only mechanism that
contributes to unwanted high frequencies in ray-traced image:
shadow edges, specular highlights, mapped textures, reflected and
refracted details, etc. The only contribution that can be pre-filtered
in advance is the texture aliasing (combined with ray differentials
[15]). The rest require increasing the sampling rate.

We follow the previous adaptive sampling techniques in the
approach of detecting problematic regions via frame-buffer color
comparisons. This in fact, the very property that leads to the most
general discontinuity detection, while also efficiently accounting
for the aliasing mechanisms altogether. The only exception is
texture anti-aliasing that is done locally on a surface [15], rather
than in the image plane.

There are recent approaches [6] where geometry attributes (like
normal) and shadow existence contribute separately to the multi-
valued threshold vector. While this approach produces better
quality it does increase the resource and computational pressure.
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Also it can be too conservative (and expensive) for areas where
some additional attributes might appear aliased thus causing
additional sampling, that would be avoided if final shading and
blending were performed first.

There are plenty of sampling patterns [2]. However most of
them are concerned with intra-pixel sampling strategies. It does
make sense for distribution ray tracing [4]. We consider inter-
pixel design by sharing samples within 2 x 2 block of pixels.
Since more sparse sampling may under-utilizes SIMD units, due
to lowered rays coherency, we pack the pattern rays in 3 coherent
groups.

3. SOLUTION

Adaptive super-sampling is a smart way of refining the
rendering of the scene at those exact places where it will deliver
the greatest benefit. In the paper we focused on simple three-pass
scheme, Figure 2, left. We consider each pass in details below,
leaving the analysis for the next section.

Initial pass is sparse pre-sampling, sharing as many samples as

possible with adjacent pixels (Figure 2 right). We use FLIPTRI
pattern [5] for inexpensive sampling during initial pass. FLIPTRI
costs only 1.25 samples per pixel on average. It is also exhibits
reasonable stratification for horizontal, vertical and diagonal
strata. FLIPTRI is the most efficient filter, in terms of quality/cost
for most cases [2].
We also tried scheme based on FLIPQUAD as a primary
sampling pattern, refer to analysis in section 4. Both FLIPTRI and
FLIPQUAD are determined for one pixel first, and the rest of the
sets are then obtained by mirroring along the axis of translation.
This implicitly results in interleaved sampling [16]:

T L J T L
INITIAL X X
SAMPLING X | X
[ ]
? x X
X
I L 2
FIND AVERAGE X X
ILLUMINATION X X
GRADIENT ¢ X | X ¢
X X
: L i L

SHOOT MORE SAMPLES IN | g —
AREAS OF HIGH ALIASING | © =FRINARE CATTERN
X=SECONDARY PATIERN ,

PROBABILITY

Figure 2: Simple three-pass scheme for adaptive anti-aliasing,
left. An example how primary and secondary pattern rays are
shared for a 2x2 pixel block. Single FLIPTRI pattern is marked
with read, right.

To utilize available CPU’s SIMD units completely for primary
pattern, we group initial samples in SSE packets: 2 edge packets
and one corner package. These three packets are efficiently shared
for the 2x2 pixel block, Figure 3. Similarly are shared the samples
within four (3 edge/1 corner) packets of FLIPQUAD.
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Figure 3: Packet-grouping of the rays within FLIPTRI-based
primary pattern. Two edge packets are shared within 2x2 block of
pixels, e.g. (edge) packets 1 with 2, or packets 3 with 4. The
corner (black dots) packet is also shared, but within another 2x2
block. This irregularity breaks up symmetry somewhat, which
increases the quality.

Second pass is discontinuity detection. It involves computation
of gradients, performed pair-wise between samples in a primary
pattern, Figure 4. The gradients can be computed either for
luminance (i.e. brightness) value or separately per-color
component. Finally the average gradient magnitude is computed
for the frame. This value serves as a threshold in the final pass,
where additional samples (i.e. rays) are generated. If super-
sampling threshold value from the previous frame is used, then
storing all pre-sampling results for finding average gradient can
be avoided. Then, no dedicated pass is required, instead, the
decision to super-sample or not can be immediately applied, once
the values of initial sampling pattern are determined. This way the
original three-pass scheme (Figure 2, left) can be boiled down to a
single pass, while average gradient estimation (for the next frame)
can be coupled with post-processing routine like tone-mapping.
This approach improves cache utilization, resulting in overall
performance improvements of ~5%.

’ @

Figure 4: Gradient evaluation is pM~wisc for

samples of the primary pattern. Three gradients are computed for
FLIPTRI (left), and six for FLIPQUAD (right).

For additional samples for FLIPTRI scheme we use
conventional instantiation of N-rooks sampling [17], known as
rotated grid super-sampling (RGSS), refer to Figure 2, right. The
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final color value for pixel is computed via simple averaging with
equal weights for all samples (e.g. box-filter).

4. Results and analysis
Below is a performance for the scenes with the anti-aliasing
approach described in the previous section:

Fairy (178K triangles) Conference(282K tris) scene
1 point light, 1 point light, lights
1 reflection bounce refl.

no reflections

FLIP
TRI

.

8‘fps B 7 fps

Table 1: Performance/quality results for the proposed adaptive
anti-aliasing scheme vs conventional no-AA rendering. FLIPTRI
is used for primary pattern. Models are ray traced at 1024x1024
on a Intel ®Core™ i7 @3.33 GHz machine with 4 Gb RAM. For
the Fairy scene close-up the material colors are turned off to better
demonstrate the effect.

The baseline time to frame is only 1.25X of the no-AA version
(due to inexpensive primary pattern). The rest is contributed by
additional sampling that costs from 20% to 30% of the frame
time, depending on the scene. The final result is anti-aliasing with
8X super-sampling quality, for just 2X rendering time (on
average).

The FLIPQUAD primary pattern is more expensive while
produces better quality, refer to Figure 5. In compare to other
sampling patterns costing 2 samples per pixel (e.g. Quincunx), it’s
behaviour is clearly preferable [2], [18]. It is also able to find and
fix more discontinuities than FLIPTRI. Coupled with more
additional samples, the FLIPQUAD might be recommended as a
good higher-quality preset:
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Figure 5: Quality comparison for 2 anti-aliasing presets:
FLIPQUAD with 16 additional per-pixel samples (upper image)
and FLIPTRI with 4 samples shared for 2x2 pixels block (lower
image). The performance difference is not very high (just 2X) due
to better ray coherence of the FLIPQUAD-based preset.

Note on texture anti-aliasing. For scenes with textures exhibiting
large variations, discontinuity detection in the image space might
generate unnecessary sampling. Since texture anti-aliasing is
performed locally on a surface, it makes sense to estimate
gradients (section 3) separately from textures, in spirit of [7].
However we found that using local average texture intensity for
gradient estimation works fine, while avoiding many false
positives, see Figure 6.

Figure 6: When the texture exhibits high variation, only its
local average value is considered for gradient estimation. This
helps to avoid unnecessary super-sampling. Still other sources of
aliasing are detected correctly (e.g. reflection boundaries: at the
right).

5. FUTURE WORK

We consider using MLRTA as a topic for future research. This

would allow quickly skipping areas that don’t exhibit geometry
aliasing. While this is obvious for primary rays, the research is
required for secondary rays.
Currently we use box-shaped reconstruction filter and equal
weights for all samples. Increasing the size of the reconstruction
filter from 1x1 to 2x2 (or 3x3, which is advantageously
symmetric) pixels enables the sampling pattern to more accurately
approximate a wider reference filter [17]. This neither increase
resource consumption, nor complexity of the filtering algorithm.
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Biased global illumination via Irradiance Caching and Adaptive Path
Tracing on GPUs
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Figure 1. The presented hybrid approach uses irradiance caching to approximate smooth indirect lighting and path tracing for
fuzzy effects such as soft shadows or glossy reflections. All screenshots where rendered at 1920x1200 resolution on a GTX 260

under 3 minutes.
1. ABSTRACT

This work presents an approach for biased photorealistic
rendering on GPUs. The key idea is to combine irradiance caching
with coherent adaptive path-tracing to maximize performance of
the SIMD style execution.

Key words: Global illumination, photorealistic rendering, GPU
computing.

2. INTRODUCTION

For the last decade Graphics Processor Units (GPUs) have made a
great advance and became fully programmable processors. Since
pixel shader 2.0 appeared, ray-tracing community has seen several
successful implementations that used GPUs to perform ray-
tracing. With the introduction of CUDA programming model this
area of research experiences further growth. As more APIs are
becoming available one can expect to see an increasing interest in
this area. We have started our research at the point when CUDA C
was the only option, however since programming model is shared
between CUDA C / OpenCL and DirectX Compute APIs, we can
generalize our results, and make some HW independent
conclusions.

Several unbiased GPU photorealistic renderers are available now
(IRay, Octane, Arion). However, we find that unbiased solutions
have two significant drawbacks. Unbiased approaches usually
perform computations in a brute-force manner. This means, that
algorithmic complexity is higher, and in practice, unbiased
approaches may use up to an order of magnitude more rays than
alternative algorithms (such as irradiance cache). The second
problem comes from a highly irregular nature of ray-tracing itself.
Although each ray can be processed in parallel, the workload and
data access pattern per each ray can be very different. This can
lead to inefficient resource utilization. Although algorithmically
more efficient biased approaches are more difficult to implement
on GPU because of their complex nature and unbalanced work
distribution. Our paper presents the research that we have
performed on GPU efficiency for ray-tracing. We present a global
illumination pipeline that uses irradiance cache with path tracing
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to quickly compute smooth indirect illumination, and soft
shadows / glossy reflections.

3. RELATED WORK

3.1 GPU ray-tracing

Purcell et al. in [1] proposed to implement ray tracing pipeline in
a set of fragment programs. Uniform grid has been used as an
acceleration data structure due to simplicity. Data streaming was
arranged so that a ray was generated within one kernel (this was
implemented using a fragment program executed over a full
screen quad), second kernel would perform grid traversal. If the
ray hits a voxel with triangles, it is passed to a ray-triangle
intersection kernel. If the intersection is not found, it is passed
back to the grid traversal kernel. To manage the state of a ray
(traversal, intersection, and shading) stencil test was set up
respectively. The simplicity of this approach is appealing even
today. It allows easier debugging, along with a more focused
performance bottleneck analysis.

Foley et al. in [2] suggest two alternative approaches ray tracing
kd trees. Since GPUs don’t natively support stack, the authors
suggest implementing one of the following techniques:

1) Modify kd tree nodes to support a reference to the parent
node. This reference is used whenever a ray needs to
backtrack to the parent node and to process a different sub-
tree.

2) Traverse a kd tree until a non empty leaf is found. However
if a ray doesn’t intersect any triangles within this leaf, ray’s
origin is modified to skip the same leaf. The kd tree traversal
is restarted and the whole process is repeated until
intersection is found or the ray exits the scene.

Horn et al. in [3] suggest a modification of the restart algorithm.

The idea is to keep a short stack in registers and resorting to
restarts in fewer cases.

For bounding volume hierarchies Thrane et al. in [4] have shown
the stackless traversal for efficient GPU implementations. Each
leaf stores an escape index to the corresponding node as shown in
Figure 2.
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Figure 2 BVH structure for stackless traversal.
3.2 GPU Global lllumination

Wang in [5] presents an efficient approach for the global
illumination using photon mapping on GPU. The key aspect of
this work is to use irradiance cache with photon mapping and final
gathering to quickly compute smooth indirect illumination. Direct
lighting is computed using simple ray tracing and supports hard
shadows from point light sources.

In [5] irradiance cache points positions were determined from the
geometry discontinuities. Quad tree was used for adaptive
subdivision to determine irradiance cache points positions. To
evaluate the discontinuities, geometry metrics (screen space
discontinuity in normals or positions) have been introduced. If the
Quad tree corner point's difference exceeds certain threshold, then
the subdivision of this node is required, otherwise no further
subdivision is required. The similar approach was used in [6], but
without final gathering. Direct illumination was computed with
ray tracing and indirect - with photon mapping. This algorithm
works well for caustics but produces noisy results for indirect
lighting.

In [7] photon mapping was used to compute the full light
equation. The drawback of this approach is strong low-frequency
noise and dark edges. The low-frequency noise is a general
problem of photon mapping. It can be removed with a final
gathering step or filtering in object space. Dark edges appear on
the borders of geometry because light is gathered only from the
half of the disc but the result value divides on the area of the full
disc.

Both filtering and final gathering introduce additional bias. Also
we consider that final gathering has difficulties when two surfaces
lie close to each other and there is a lack of photons in the scene.
To eliminate the coming artifacts, the more complex and slow
secondary final gathering should be used (as described in [8]).
So, approaches from [5] and [6] may be a good choice for an
interactive rendering but not for a photo realistic image synthesis.

McGuire and Luebke used in [9] the combination of the
rasterization for direct lighting and CPU-based photon tracing
with GPU-based photon splatting for indirect illumination.

4. RAY TRACING BOTTLENECK ANALYSIS

A naive implementation of a ray tracer kernel will most likely
yield poor results. To get the maximum out of any architecture a
deep analysis of underlying HW is required. A good starting point
with a focus on ray-tracing would be [10].

The naive kernel that traverses spatial subdivision structure, does
ray-primitive intersection and shading, shows the following signs
of illness:

1) High register count.

2) Visual profiler shows 90% bottleneck in “instruction” unit.
3) Extreme amounts of local memory spilling

4) Divergent branching counter spikes.
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These four issues in fact are tightly interleaved. They are causing
a shifting bottleneck from instruction throughput to being memory
bound.

1) Register count directly affects HW occupancy. Occupancy is
the ratio between threads running on hardware to maximum
possible threads amount. Occupancy can serve as a
performance metric as well as a bottleneck indicator.

2) HW resources such as registers or shared memory are
limited. Since all threads run in parallel, HW scheduler has to
make sure there are enough resources for the launched
threads.

3) Register count indicates the amount of registers that compiler
allocates per thread.

4) Given an X registers per streaming multiprocessor and Y
registers allocated by the compiler, the total amount of
threads that can coexist on the streaming multiprocessor is X
/Y. In particular NVIDIA Tesla 10 architecture has 16 *
1024 32bit registers per Streaming Multiprocessor. Thus a
register count of 32 will leave room for no more than 512
threads.

With high register count exploding it is expected to observe poor

HW utilization but this is not the final problem. GPUs rely on

large scale threads parallelism to cover memory access latency.

Poor occupancy can turn around and become a memory

bottleneck.

Compiler will try and lower the register count by pushing and
popping data into local memory. However local memory has the
same latency as global memory. Analyzing CUDA PTX code one
would local store and local load instructions happening repeatedly
within a loop. This increases bandwidth pressure, and in addition
to poor latency hiding can make application memory bound.

And finally divergent branching spikes are a sign of... divergent
branches. When a block of threads executes it can diverge in two
ways:

1) Different warps follow different code paths. This is perfectly
fine, because it means no additional overhead except for
condition evaluation.

2) Different threads within a warp follow different code paths.
This for example can happen as soon as a single ray from a
warp finds a non empty leaf and starts ray-triangle
intersection. In this case HW will generate additional warp
that will execute the code path. Partly threads will be masked
out. The warps will be merged together as soon as the code
paths merge back together.

4.1 Proposed ray tracing pipeline

Removing the bottlenecks can be tricky so we decided to
implement a simple divide and conquer strategy. We split the ray
tracing pipeline into the following stages (as shown in Figure 3):

1) Ray generation kernel. This can be a kernel that generates
eye rays or secondary rays. Rays are packed into a linear list;
direction and origin are stored in a structure of arrays
fashion.

2) Tree traversal kernel. At this stage all rays are traced
through a kd tree using stack in local memory. The idea is
that the tree depth is usually defined beforehand during tree
construction. This allows us to conservatively estimate stack
size to be no more than tree depth. That stack stores an index
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and tfar for kd tree. The output of this kernel is a list of non-
empty leafs indices. This list serves as input to the next stage.
To avoid constant switches between Kkernels and extra
overhead, we traverse the tree until a number of suitable leafs
is found. They are all written to a pre-allocated buffer. The
stack in local memory is lost after traversal kernel completes,
so in case we can’t afford to allocate enough memory to keep
enough leaf nodes in it, we can resume tree traversal using
“restart” logic.

3) Ray-primitive intersection kernel accepts a list of rays as
input along with a list of leaf candidates per each ray. If
intersection was not found within leaf boundaries, then it
sends the modified ray back to tree traversal stage. If the
intersection point was found, then the ray is passed along.

4) Shadow kernel generates shadow rays and checks light
visibility.

5) At shading stage we compute direct illumination with
shadows.

6) The goal of the material kernel is to generate secondary rays.
Typically it would generate reflection and refraction rays.
These rays are sent to traversal stage.

7) Store result stage performs final light equation integration.

Ray Generation

!\Io ) Tree Traversal

intersection

found,

resume tree -
Primitive

traversal

Intersection

Shadow Rays

Shading
Generate

secondary
rays

Material

Store Result

Figure 3 Ray tracing pipeline

This separation provides the following advantages:

1) Complete register usage comprehension. While kd tree
traversal can fit into 16 registers and achieve perfect
occupancy, ray-primitive intersection consumes 32 registers
per thread. On Tesla 10 architecture we can’t do better than
with % occupancy. Shading turned out to be the most register
hungry kernel due to the shading model peculiarities.

2) By reducing register pressure we have removed a significant
portion of local stores and loads.
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3) We have removed a significant portion of divergent threads.
In fact since traversal / intersection and shading are all
different kernels, the only divergence on a warp level is due
to different time spent within the kernel loops.

There is still one remaining problem: varying workload per
thread. Now, since we have different kernels, they serialize and
intersection will not start until traversal is fully complete. This
may well turn into waiting for a single thread that has the longest
route through the tree. To reduce that further we implement a
technique called persistent threads: each thread processes several
rays instead of one. We divide the screen into blocks as shown in
Figure 4 yet we launch a number of thread blocks that GPU can
process in parallel. In this case each thread block has a fixed
number of blocks to process. This is similar to ray pool described
by Aila in [10], however the number of rays per each thread is
fixed and we avoid using atomics.

Figure 4. Screen divided into blocks. Blocks of the same color
are processed by the same thread block

Finally, after achieving a good performance of 50 Ms rays/sec on
average we have combined the existing traversal — intersection
kernels back, leaving just the shading outside.

We can now pass leaf nodes between two stages through a short
list in shared memory. Each thread has a few private leaf 1Ds
stored in shared memory (it’s indexable and essentially free to use
instead of registers).

Combining traversal and intersection into an uber-kernel with
simple persistent threads management provides us with additional
benefit of lesser kernel launch overhead, easier thread
management. The uber-kernel is in general slightly (5-10%) faster
than its separated analogue, and doesn’t have any memory
overhead. However both solutions are just variations of the same
software load-balancing idea.

5. SUGGESTED APPROACH

For the fast global illumination solution a combination of
distributed ray tracing and irradiance caching is commonly used.
We suggest a similar idea: for fast and smooth indirect lighting we
use irradiance caching technique as described in [11] and we use
path tracing for other effects, such as soft shadows, glossy
reflections and refractions, depth of field and motion blur [8]. The
main motivation behind this step is to use simple iterative
algorithm and avoid complex recursive nature of distributed ray

51



Section 2: Rendering and visualization

tracing. On the other hand due to highly divergent nature of path
tracing we avoid using it for full light equation evaluation and
consider it only for special effects.

However, this also increases the problem with the work
distribution. The black circles in Figure 5 show simple regions
that require several iterations for light integration to converge.
The red squares show complex regions with soft shadows and
reflections. While 10-20 iterations are enough for most pixels to
converge to light equation solution, some areas of pixels require
100-1000 iterations to eliminate noise. This problem is solved on
the CPU by processing each pixel until sufficient quality is
achieved. On the GPU, however, this presents a challenge due to
of the unpredictable workload.

Figure 5. Teapot inside the Cornell box, direct lighting only.

5.1 Adaptive path tracing

For adaptive path tracing we split our screen into tiles as shown in
Figure 6. Within the tiles we use Z-curve indexing for all ‘per-ray’
data (ray position, direction, and intersection info etc). This
removes large address gaps for all pixels within a tile and enables
an important bandwidth-saving optimization on NVIDIA
hardware (coalesced memory reads and writes).

We define TMAX to be a number of tiles that we can process in
parallel. TMAX depends on the amount of memory that we are
prepared to allocate.
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Figure 6. Z-Curve used to indexing pixels inside the tile.
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We mark all tiles as active in the beginning of the rendering and
add all tiles to the “active-tiles” list. In the example pseudo code
below we assume tile size is 16x16:
var rays_per_ pixel : integer;
procedure Adaptive_ Path Tracing is
active list: list of Tile;
active array: array (0..TMAX-1) of Tile;
sz,i: inreger range 0..TMAX;
tile : Tile;
begin

subdivide screen to tiles;
add all tiles to the active_ list;
rays_per pixel := 1;

while not active list.empty():

sz := min(active_list.size(), TMAX);
active array[0..sz] := active list[0..sz];

Process_Tiles_On_GPU(active_array, \
sz, rays_per pixel);

for i in 0..TMAX-1:
tile := active_array[i];
if not tile.finished():
active list.push_back(tile) ;
end for

if active_list.size() < TMAX * 0.5:
rays_per pixel *= 2;

end while;

end Adaptive_ Path Tracing;

During the rendering process, some tiles finish earlier than the
other. They are discarded from active_ array and from
active_list and replaced by new tiles from active list
if the last is not empty. When the number of active tiles is less
than TMAX/2, we double the number of rays per pixel.

procedure Process_Tiles_On_GPU (
active array array (0..TMAX-1) of Tile,

sz : Integer,

rays_per pixel : Integer
) is

tile_size : Integer;

rays_num : Integer range 0..TMAX-1;
begin

tile size := 16*16;

rays_num := tile_size*rays_per pixel*sz;

assert (rays num <= TMAX);
on the GPU:

generate initial rays from the eye \
according to the rays per pixel;
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trace exactly rays_num rays (paths in fact);
sample result according to the rays_per pixel;

end Process Tiles On GPU;

For large resolutions, like 1920x1200 our approach allows a good
balance between memory consumption, performance and GPU
workload.

Each tile is represented by a Tile structure. This structure is
passed back and forth between CPU and GPU after each iteration.

type Tile is record

index : integer;
max_diff : float;
counter : integer;

end record;

The ‘index’ field is an offset to a group of 256 rays in a GPU
memory. It is used when fetching rays and sampling the resulting
color.

To evaluate when a tile has converged we use the following
approach: each ray accumulates partial sum of lighting integral
into sumyyy and sum,,., for all odd and all even passes of the
path tracing (normalized e.g. divided by total ray count). After
each iteration we compute max_diff value — it represents the
maximum difference (among all rays in a tile) between these
partial sums as shown in pseudo code below:

for i_from 0_to 255 do:

diff (i) := ||sumMeas - SUMMeven| |c

max_diff := max of all diff(i);
Since we are using quasi Monte Carlo integration, we expect that
integral should converge at some point. Though, there is no good
estimate for the number of iterations, however, sum,y and
sum,., should converge to the same value sum. This leads us to
the conclusion that as s00n as [|sumoga-Sumepen||, < &, where
€ is a certain threshold that represents error, than we can stop our
integration process for this pixel. When the max_diff < § we can
stop integration process for all pixels in the tile and discard that
tile from the active list.
Finally counter represents the number of passes that have been
completed already.
5.2 Irradiance cache
Our irradiance cache implementation is very similar to the Wang's
implementation in [5]. For each pixel we compute a surface
position and normal. We do that on the GPU. Next, we construct a
quad tree in screen space as in [5]. We used an initial size of 32
pixels both in horizontal and vertical directions. Each 32x32 quad
is subdivided with a quad tree and geometry discontinuity is
computed between quad tree nodes. When the discontinuity is less
than a threshold, we do not perform further quad tree subdivision.
The chosen pixels correspond to the irradiance cache points in
object space. At each point we generate a set of rays to sample
hemisphere and compute indirect illumination. To have more
coherent groups of rays we subdivide hemisphere into sectors and
generate 32 X k rays for each sector where k > 1. We do that on
CPU in tangent space. On GPU we transform directions from

Russia, St.Petersburg, September 20-24, 2010

tangent to object space to get correct hemisphere sampling. Next,
we construct a multiple-reference octree as described in [11].

We implement interpolation algorithm, quality metric and
stackless octree look-up as described in [12]. It seems that
stackless approach should be efficient on GPUs. However we find
that multiple-reference octree is not the best solution.

Figure 7. Multiple reference octree as described in [11].

The key advantage of the multiple reference octree is a stackless
‘root-to-leaf” look-up algorithm. To find all points in the given
sphere we can traverse tree from the root to a leaf and there is no
need in stack or recursion. But the price for such simplicity is
multiple references: each point can be referenced from multiple
octree nodes. During octree construction or point insertion, we
need to add each irradiance cache point P; to all octree nodes that
intersect with sphere centered at P;, with radius equal to the search
radius. The number of references in this approach can be a 5x-10x
times larger than the number of points. On GPU this leads to
dependent texture fetches and cache trashing. In our
implementation octree look-up costs as much as a ray-tracing part.
We suppose that kd-tree Wang’s approach from [5] will be more
efficient than the multiple-reference octree from [11], this is one
of the future research strategies.
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Figure 8. VRay; Core 2 Quad, 6600; 62 sec in 1024x768

Figure 9. VRay; Core 2 Quad; 6600; 153 sec in 1024x768

5.3 Complete solution

We have experimented with separate kernel architecture. Our
motivation not to use uber-kernels in this case was:

1) Uber-kernels are bound by their most heavy part. For
example, if we have a complex shading code, it can affect on
the ray tracing performance and downgrade it;

2) Itis possible that several pixels require thousands of rays and
all these rays for each pixel will be traced in series. We
suggest a solution to trace them in parallel with different
threads;

3) Last but not least, for the complex code, like ray-tracing with
different shading techniques and materials, separate kernel
architecture is much more convenient than uber-kernel,
especially for profiling and debugging reasons.

At each bounce of path tracing we compute direct illumination by
tracing shadow rays towards each light and look-up indirect
illumination from the irradiance cache. To reduce octree look-up
cost we trace several shadow rays for each shadow sample. This
solution allows us to do less look-ups on the regions with complex
soft shadows.
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Figure 10. Our Implementation; GTX260; 15 sec in 1024x768

Figure 11. Our implementation; GTX260; 31 sec in 1024x768

6. RESULTS

Our ray tracing implementation runs with 30-50M rays per second
on the ‘Conference Room’ scene and GTX260 GPU. It
corresponds to the other works related to GPU ray tracing: [10],
[13]. We use a SAH kd tree to accelerate ray-triangle intersection.
We compared our renderer with VVRay on the simple scene both
with direct and indirect illumination. Our implementation shows
good performance scaling for large geometry and higher
resolutions (Fig 8-11).

VRay is a commercial renderer and we don’t know exactly how it
works, so it is hard to make a precise per-pixel image comparison.
On the middle-level hardware our implementation performs up to
4x times faster than VRay. As we did not pursue the aim to make
a per-pixel comparison, Figures 9 and 11 are slightly different but
our original image contains less visible noise.

For the Dragon model irradiance cache construction takes 4
seconds. For the simple scenes, like a teapot in Cornell Box, it
takes less than 0.5 sec.

All our Demos, videos, comparisons and screenshots can be found
at http://ray-tracing.com (English) and http://ray-tracing.ru
(Russian).
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Figure 12. 1920x1200. GTX260; 144 sec.

Figure 13. 1920x1200. GTX260; 181 sec

Figure 14. 1920x1200. GTX260; 159 sec
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Abstract

In this work we investigate reciprocity and energy conservation
properties of a BRDF model which is based on a probability dis-
tribution. Representational ability of underlined model is demon-
strated using a measured BRDF data set. We show that our model
satisfies both reciprocity and energy conservation properties of
BRDF.

Keywords: BRDF model, Rendering, Copula distribution.
1. INTRODUCTION

A complete representation of surface reflection behavior through a
mathematical model can be achieved by considering a number of
variables including angle of light, wavelength, polarization and po-
sition etc. both for incoming and for outgoing lights. A common
approach is to use a simplified model by considering the directional
and spectral properties of underlying reflection only. A function
of incident and reflected angles is called as the Bidirectional Re-
flectance Distribution Function (BRDF) defined as

dLo(@o)
Li ((4_52) COSs dew’z ’

p(&i, o) = &)
where L; and L, are the incident and reflected radiance, respec-
tively, (&i,do) = {(64, #i), (0o, Po)} are the corresponding in-
coming and outgoing vectors, and ddJ; is the differential solid angle
in the w; direction.

A good BRDF model should obey both reciprocity and energy con-
serving principles. Generally, it is difficult to build a BRDF model
that satisfies these two principles. However, some of the BRDFs
have managed to produce visually acceptable images even though
they violate energy conservation or reciprocity or both [1].

An interesting approach for modeling the surface reflectance would
be to treat the BRDF in the context of probability theory. After
a convenient normalization, the BRDF can be viewed as a four-
dimensional (4D) probability density function of elevation and az-
imuth angles of incoming and outgoing vectors. A major problem
of this approach is that it is difficult to construct a multivariate prob-
ability distribution that provides an adequate approximation for a
given BRDF. The most well known multivariate distributions have
the same marginal distributions. For example, the marginal distri-
butions of multivariate normal distribution are all univariate normal.
Generally, BRDF samples do not exhibit such a property. For ex-
ample, the elevation angles have extremely skewed distributions but
the azimuth angles have U-shaped symmetric distributions for most
isotropic materials [2]. A straightforward solution to the problem
of modeling the BRDF through probability distributions could be
transforming the underlying variables into four independent vari-
ables and expressing the BRDF as a product of univariate proba-
bility density functions (pdfs) of these new random variables. An
algorithm has been proposed by Lawrence at al. [3] who have fac-
torized the 4D BRDF in the directions of incident and outgoing di-
rections and have expressed the BRDF as a conditional distribution
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for a given outgoing direction vector. Thus, for a fixed outgoing
direction, the problem is reduced to a two-dimensional (2D) case.
Furthermore, the 2D pdf also is factored to obtain a product of two
univariate pdfs. However, this method requires storing a large data
set for the factorization procedures. In a recent work, Oztiirk et
al. [2] proposed to model BRDF by employing copula distributions.
Using Archimedean family of distributions for modeling BRDFs, it
is shown empirically that the BRDF can be represented successfully
by the underlying distribution.

In this work we explain the rationale behind representing the BRDF
by copula distributions. We also show that this model satisfies both
reciprocity and energy conservation principles.

2. PREVIOUS WORK

Various models have been proposed for approximating the BRDF.
These models can be classified in two main groups: analytical mod-
els and data-driven models.

The Phong model [4] is one of the oldest and perhaps the most
well known analytical BRDF model. Later, using the halfway vec-
tor, the Blinn-Phong model [5] has been introduced as an improved
version of the Phong model. Ward [6] introduced a BRDF model
for describing the isotropic and anisotropic materials. This model
is based on Gaussian distribution. Duer [7] proposed a variation
of the Ward model. This model has different normalization fac-
tor from the Ward model and this improves the fitting results [8].
The BRDF model, developed by Lafortune et al. [9], can be consid-
ered as an improved and generalized Phong model. It can represent
non-Lambertian diffuse reflections, retro reflections and Fresnel ef-
fects. Ashikhmin and Shirley [10] introduced a model for describ-
ing anisotropic materials with an improved Phong model. Edwards
et al. [1] has modeled the BRDF with a probability distribution.
Other empirical models include the models by Lewis [11] and by
Westlund and Meyer [12].

While aforementioned analytical BRDF models are phenomenolog-
ical, there exist physically-based analytical BRDF models. These
physically-based analytical BRDF models [13], [14], [15], [16],
[17] are based on microfacet theory and can represent effects such
as Fresnel reflection and rough microgeometry. Models that can
represent anisotropic materials have been developed by Kajiya [18],
Poulin and Fournier [19], Ward [6], Lafortune et al. [9], Ashikhmin
and Shirley [10], Duer [7] and Edwards et al. [1].

Other class of analytical BRDF models consists of linear combina-
tion of some set of basis functions. For describing the BRDF with
linear models, Spherical Harmonics were used by Westin et al. [20].
Similarly, Zernike polynomials were used by Koenderink et al. [21]
to model the BRDF. Linear models based on Wavelets [22], [23]
and PCA [24] have also been used for modeling the BRDF. Oz-
turk et al. [25] presented an approach based on principal compo-
nent transformations of some explanatory variables for approximat-
ing both isotropic and anisotropic reflectance for diffuse and glossy
surfaces. These models require a large number of coefficients to
represent the BRDF. Therefore they are inefficient in terms of stor-
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age space and computation complexity.

Data-driven models generally depend on large data sets. Matusik
et al. [24] acquired dense measurements of the BRDF and used
these measurements directly in rendering process. Since this rep-
resentation requires large storage space, accurate and compact rep-
resentations of measured BRDFs have been investigated [26], [27],
[28], [3], [29], [30]. In these models, BRDF data are decomposed
using various factorization methods.

3. COPULA DISTRIBUTIONS

Copula is a multivariate cumulative distribution function of the
uniform random variables on the interval [0,1]. They provide a
simple and general structure for modeling multivariate distribu-
tions through univariate marginal distributions. More specifically
if F1(x1) and F>(z2) are the continuous marginal cumulative dis-
tributions then the joint cumulative distribution function of X and
X5 can be constructed in the following form

H(z1,22) = C{F1(21), F2(z2)} = C(u1,uz), 2)

where C' is the copula function, u1 = Fi(z1) and us =
F>(z2) [31]. It is well known that F (z1) and F»(x2) are uni-
formly distributed on the interval [0, 1] and if these cumulative dis-
tributions are continuous then the corresponding copula function is
unique [31]. Based on this definition, it is clear that the marginal
distributions can be determined independently after an appropri-
ate copula model is chosen to represent dependency between the
marginal distributions.

An important family of copulas, called Archimedean copulas, has a
simple form with some desirable properties. These copula distribu-
tions mostly have closed forms and simple solutions. One particu-
larly simple form of a p-dimensional Archimedean copula is

-t e(up)}, 3)

is the inverse

Cur,uz, ... up) = ¢ {p(ur) + (uz) +

where the function ¢ is known as generator and ¢!
generating function.

Any function satisfying the following properties

e o(1)=0

e lim ¢(t) = o0

t—0
o V() <0

is defined as a generator. For example, the Frank distribution is
obtained from the generating function

71{expat_1}a7éo )

exp(a

where « is the parameter of the distribution. This generator has the
inverse form as

_ 1
o (s) = > In{1 + exp(s)(exp(a) — 1)}, )
and the derivation of corresponding copula is straightforward:
H(zi,z2,...,2p) = C(u,uz,...,up)
1 exp(aur) exp( aup
- { {1y
_ 1) (explau) — 1) fexplan) — 1) |
@ exp(a) — 1
(6)
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Finally the joint pdf of X1, X»,..., X, is obtained by taking the
pth partial derivative of these variables giving

ap
0x10x2 -+ - Oxp

Thus, the pdfs of 2D and three-dimensional (3D) Frank distribution
can be found as

flzr,z2,...,2p) = C(ui,uz,...,up). (7)

agi 1+gu1+uz Hfz ()

X1,T
flan, @) = (g1 + Guy Guy )? i1

fz1, 20, w3)

_ a2gf(1 +gu1+ug+us)(gl gu1gu29u3 Hf 1‘
(93 + Gur Gus Gus)®

®)

where g; = exp(at) — 1 and f1, f2 and f3 are the marginal pdfs.
It is seen from the equations above, the dependency between the
variables are defined through the Frank copula with one unknown
parameter a.

4. MODELING THE BRDF BY PROBABILITY DIS-
TRIBUTIONS

Suppose for simplicity that the measured BRDF data is obtained
by sampling, uniformly along each azimuth and elevation angles
of incident and outgoing directions. Let (6, ¢, 05, o) denote a

sample point at which the corresponding measured BRDFs (b,stv,)
are obtained. Up to a constant, we can view that the measured
BRDF values are the densities of a continuous joint probability
function of 6;, ¢;, 0, and ¢,. In other words we assume that the
measured BRDFs are proportional to the normalized frequencies
of corresponding classes (bins). The normalizing coefficient can be
determined in such a way that the volume of corresponding joint pdf
is equal to 1. When the measured BRDF data is obtained by a uni-
form spacing with length 1 degree in the intervals 0 < 6;,60, < 90°
and 0 < ¢, ¢ < 180° then the normalized BRDF values can be
obtained as

brs
b'r.stu = g“u7 (9)
where r,t =0,1,...,89;s,t =0,1,...,179 and

89 179 89 179

=333 st (10)

r=0 5=0 t=0 u=0

Based on this definition, the empirical marginal distributions can be
determined easily. For example, the empirical marginal pdf for 6;
is obtained by summing over the other three variables as

179 89 179

:Zzzbrstlu (11)

s=0 t=0 u=0

where r =0,1,...,
¢; is determined as

89. Similarly, the empirical joint pdf of 6; and

Iyl = brecs (12

where r = 0,1,...,89 and s = 0,1,...,179. Marginal pdfs of
0, ¢i, 0, and ¢, are shown in Figure 1 for an isotropic material. It
is seen that the marginal pdfs of ; and 6, both are skewed to the
right and they are almost the same. This similarity property also is
observed for the U-shaped marginal pdfs of ¢; and ¢,. The joint
pdf of 6; and ¢; is illustrated in Figure 2 for the same material.

Modeling BRDFs by probability distributions using the standard
coordinate system whose coordinates are defined by 6;, ¢;, 0, and
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Figure 1: Empirical marginal distributions of elevation and azimuth angles for incident and outgoing directions (blue-metallic-paint).

¢, provide a considerable flexibility. For a given outgoing direc-
tion, the distribution of &; = (6;, ;) can be any bivariate pdf.
However, such a representation usually does not produce a visually
plausible BRDF [1]. Based on the measured BRDF data, Ngan et
al. [8] have shown that the halfway vector representation of BRDF
yields more visually plausible result than that of the standard rep-
resentation. In this work we proceed to use the halfway vector rep-
resentation of Rusinkiewicz [32] for isotropic materials. This rep-
resentation depends on the halfway vector &y, = (6n, ¢n) and the
difference vector Jq = (0a, Pq). It is well known that isotropic
BRDFs are independent of the angle ¢, and thus the corresponding
pdf can be expressed as a function of three variables namely 60}, 64
and ¢q.

For an isotropic material the corresponding 3D BRDF copula model
can be written as

p(On, 04, pa) = Kc(ur, uz,us; ) f1(0n) f2(0a) f3(da), (13)

where u1 = F1(0r),u2 = F2(04),us = F3(¢a), c is 3D copula
pdf, « is the copula parameter and K is the scaling coefficient ob-
tained in a similar way for this 3D case as in Equation (10). The dis-
tribution functions Fi, F> and F3 are the cumulative marginal dis-
tribution functions of 85,04 and ¢4, respectively. These marginal
distributions are estimated directly from the measured BRDF data.

5. ESTIMATION

Since we treated the normalized BRDF measurements as the ob-
served probability densities corresponding to a bin in a 4D his-
togram, we can assume that the number of observations (frequen-
cies) falling into these bins for this 3D case can be expressed in a
similar way as

Nrst = Nhrst, (14)

where n = n._.. represents the total number of frequencies which
is unknown for our case. Any well known statistical estimation
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Figure 2: The joint pdf of 6; and ¢; for blue-metallic-paint.

method can be adopted for estimating the unknown parameters of
hypothesized distribution. For example, the maximum likelihood
technique can be used straightforwardly for this purpose.

Based on the data matrix whose rows are organized as follows
{bTSt7927027¢f1}, (15)

the corresponding log-likelihood function for our special case can
be written as

I =n> "> bralog{f(\;05,03,02)},  (16)

where f is the joint pdf and A is the vector of unknown parameters.
The Archimedean copula distribution used in this work has a single
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parameter «. It is interesting to note that the maximization of above
objective function with respect to the parameters does not depend
on the unknown sample size n. Thus the estimates of parameter can
be obtained as a function of normalized measured BRDFs.

One difficulty in modeling BRDF by a multivariate probability
distribution is the number of unknown parameters which is pro-
hibitively large for a practical application. This problem could
be overcome if the corresponding probability model can be con-
structed as a function of marginal distributions of underlying vari-
ables. In such case the estimation process can be performed in two
stages: first the parameters of marginal distributions can be deter-
mined separately and then they are substituted in the objective func-
tion to estimate remaining parameters [33]. In this sense the copula
distributions provide a unified approach both for modeling and es-
timating the BRDF.

Considering some practical difficulties that are encountered in the
tails of distributions, we employed the least squares technique in-
stead of the maximum likelihood technique for estimating the de-
pendency parameter of copula pdf. The least squares estimation
procedure is explained in detail in [2]. The objective function for
obtaining the non-linear least squares estimate of « is defined as

S(a) =D D> b — e B B ) 0 1 DY
i=1 j=1k=1
‘ _ a7
where f1(l) = bi..7f2(j> = b.j.,fék) = bk and Fi, F» and F3 are
cumulative marginal distributions.

We have observed that the marginal distributions of 8}, for specular
materials are extremely skewed [2]. Our empirical results showed
that copula distributions do not provide satisfactory approximations
for these cases. We overcome this difficulty by dividing data along
04 into subsamples and fitting the BRDF model to each of these
subsamples. In this work, we obtained 6 subsamples by dividing 64
into 6 non overlapping intervals each with a length of 90° /6 = 15°.

6. PROPERTIES OF THE MODEL

A physically plausible BRDF model should obey the reciprocity
and the energy conservation properties. Our BRDF model lends
itself to satisfy both reciprocity and energy conservation properties.

Reciprocity: The reciprocity property of BRDF is expressed by the
following equation

p(&s,@o) = p(&o, &s). (18)

That is the BRDF is unchanged when the order of &; and &, is
changed. Our model depends on the halfway vector representation.
To enforce the reciprocity condition we use the identity

¢4 = g+ T. (19)

Under this enforcement, our model satisfies the reciprocity princi-
ple.

Energy conservation: Energy conservation property of a BRDF
model dictates that for every outgoing light direction

/ p(ﬁl,&}o)(@ . n)dof)} S 1. (20)
Q

Our BRDF model depends on a multivariate probability distribu-
tion function but it is scaled with a coefficient K. In this sense,
our model may not be considered as an energy conserving model.
However, one can modify this coefficient to account for absorption
of different wavelengths of light as suggested by Edwards et al. [1].
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7. IMPORTANCE SAMPLING

In this section we describe a sampling technique that can be used
for our BRDF representation. Our main goal is to evaluate the fol-
lowing integral for a given outgoing direction:

Lo(@,) = /Q Lo(@:) (4, @v) cos Buddi, @1

where () stands for unit hemisphere above the surface. We need
to develop an efficient sampling procedure since direct or numer-
ical evaluation of the underlying integral is difficult. A com-
mon approach to tackle this problem is to use variance reduc-
tion techniques. This technique exploits the fact that an estimator
(1/n) >3- h(X5)/ f(Xe) where f is the pdf of X and n is the
sample size, is an unbiased estimator of the integral [ h(z)dz and
if the function f is similar to the function A then this statistic con-
verges to the integral more quickly.

At a given pixel position and an outgoing direction, the incident
illumination integral is given by Equation (21) where p(&J;, o) is
the BRDF based on our representation. Since we assume that the
outgoing direction is known, we can use the conditional pdf of &J;
given that J, to estimate the integral value as

p(0;, ¢i, 00, do) cos B; sin 0;
f((glﬁ(bi‘em(bo) ’
(22)
where the conditional pdf in the denominator can be expressed in
terms of the BRDF and the joint marginal density function h of 0,

and ¢, as
p(917 ¢i7 007 ¢O)
h’(007¢0) .

The marginal distribution of 6, and ¢, can be estimated from the
measured BRDF data. Substituting this conditional pdf in Equation
(22), we get the following simplified expression

L0(905¢o) = %ZLl(ehd)l)

J(0s, il0o, @) = (23)

Lo(e(n ¢0) = %h(e(h (bo) Z LZ (Qly ¢1) COs aL sin oL (24)
=1

It is interesting to note that the resulting Monte Carlo estimator of
the illumination integral does not contain the BRDF and it can be
computed easily for each incident vector. However, the correspond-
ing incident vector has to be generated from the conditional distri-
bution of 0; and ¢; in Equation (23). It can be shown that the joint
cumulative conditional distribution function of 6; and ¢; is [34]

oy _ o o) + p(uz) + (us) + p(ua)}
2 TR B

where uy = F1(00),u2 = F2(¢0),U3 = F3(0i),u4 = F4(¢Z)
and @7(2) stands for the second derivative of the inverse generating
function. An algorithm for generating random numbers from Frank
distribution is provided by Genest and Rivest. However, generating
random variates from the conditional bivariate Frank distribution
using Equation (25) is not straightforward. For this purpose we
generate two standard uniform random variates &; and &> first and
then generate 0; as the solution of

51 = Fg,i(gi‘003¢0)a (26)
and ¢; as the solution of
&2 = Fj,($il00, b0, 0:)- 27)

These nonlinear equations can be solved using numerical tech-
niques. Our work is being continued along the line of finding ap-
proximate closed form solutions for these equations.
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Figure 3: Various spheres were rendered with our Frank copula model using different materials. Columns left to right: alum-bronze, black-
oxidized-steel, dark-specular-fabric, green-metallic-paint, pvc and silver-metallic-paint. Rows top to bottom: Reference images were rendered
using measured data; images were rendered using our Frank copula model and color-coded difference images (Color-coded differences are
scaled by a factor of five to improve the visibility of differences between the real and approximated images).

8. RESULTS

In this work we used the measured BRDF data of Matusik et al. [24]
for isotropic materials. This data is sampled using the halfway
representation because this representation is more suitable both
for specular and for diffuse materials. All materials in this data
set are sampled uniformly with a resolution 90 x 90 x 180 for
(0n, 04, Ppa), respectively. We have obtained empirical marginal
distributions of 6},, 604 and ¢4 and estimated the unknown param-
eters of Archimedean copula pdfs using this data set. To illustrate
the quality of approximation of proposed model we fitted 3D Frank
copula model to 6 different materials which include diffuse, glossy
and specular materials. The results are presented in Figure 3. The
spheres shown on the last row of figure are color-coded difference
images [35] to improve the visibility of differences between the real
and approximated images. Based on these materials the Frank cop-
ula model has produced satisfactory approximations for the real im-
ages.

Our model satisfies the two important properties of BRDF namely
the reciprocity and energy conservation. The reciprocity property
of our model is illustrated in Figure 4. In this figure we inter-
changed the incoming and outgoing direction vectors and rendered
the Princeton scene [3], [1]. It is clearly seen in the color-coded
difference image that the reciprocity property of our BRDF model
is satisfied for this special case.

The energy conservation property of the model is demonstrated by
using the procedure of Neumann et al. [36]. We evaluated the in-
tegral of Equation (20) for each outgoing directions and for three
different isotropic materials. The results are shown in Figure 5. In
these calculations no modification is made on the coefficient K. It
is seen that our model satisfies the energy conserving property for
each of the three materials. This property of our model has been
verified by considering various isotropic materials.

Russia, St.Petersburg, September 20-24, 2010

9. CONCLUSION

In this paper we considered the problem of representing BRDF
through a multivariate probability distribution and discussed some
related problems. Archimedean family of copula distributions can
be used to model the BRDF as a function of the corresponding cu-
mulative marginal distributions. This class of distributions not only
provides a simple functional form for modeling the BRDF but also
lends itself to satisfy the reciprocity and energy conservation prop-
erties of an ideal physically-based BRDF.

Modeling the BRDF by a probability distribution has another ad-
vantage that is the Monte Carlo estimator of the illumination inte-
gral can be simplified and hence can be evaluated without using the
estimated BRDF function. In this case, however, the incoming vec-
tor should be sampled using an appropriate simulation technique.
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ABSTRACT

How does a city perform during a special event? How can we
inform local authorities and urban dwellers of public happenings?
Until today it has been difficult to monitor urban dynamics in real
time. Traditional methods, like head counts, surveys, and aerial
inspection, are costly and limited. In this paper we present our
twofold approach to the processing and visualization of real time
information gathered from the telecommunication infrastructures
that percolate modern cities.

This paper presents visualizations for a popular audience that
examine the social psychogeography of the cityscape. Our work is
a step towards understanding the functions of the city through
digitally-enabled urban functions such as the pervasive
telecommunications network. Based on an analysis of data from a
telecom network, we illustrate how special events influence the
normal rhythms of the city, and how crowds move and respond to
large-scale public events.

This paper also discusses the potential of realizing an interface
aimed at informing urban dwellers in real time of the dynamics
that occur in the very place they find themselves. We contend that
this type of public intervention could enable local authorities,
service providers, businesses, and citizens themselves to function
and behave more efficiently, making the places they inhabit more
livable and sustainable.

This paper presents the two approaches, compares them to similar
recent projects, and discusses the design choices that drove our
implementation and the insights that we gained by their
implementation.

Categories and Subject Descriptors
H.5.1 [Multimedia Information Systems]: Animations; [J.4 Social
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and Behavioral Sciences]: Sociology.

General Terms

Design, Human Factors.

Keywords
Urban Dynamics, Urban Informatics, Urban Interaction Design,
Visualization for the Masses.

Fig. 1. Obama | One People [15] visualizes cell phone call
activity during the Inauguration of President Barack Obama
as a way to understand the urban dynamics of special events.

1. INTRODUCTION

Over the past decade there has been an explosion in the
deployment of pervasive systems like cell phone networks and
user-generated content aggregators on the Internet that produce
massive amounts of data as a by-product of their interaction with
users. This data is related to the actions of people and thereby to
the overall dynamics of cities, how they function and evolve over
time. Electronic logs of cell phone calls, subway rides, GPS-
enabled buses, and geotagged photographs are all digital
footprints [6] that today allow researchers to better understand
how people flow through urban space, and could ultimately help
those who manage and live in urban areas to configure more
liveable, sustainable, and efficient cities [2].

At the same time, these pervasive systems present the possibility
of extracting and inserting real-time information about social
dynamics into the built environment. The possibility of
establishing this dynamic feedback loop of information about how
a city functions has the potential to influence many aspects of
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urban management by assisting local authorities, service
providers, enterprises, and even citizens themselves to make more
accurate decisions and thereby create a more efficient urban
environment. In order for this to happen, we contend that it is
necessary to first educate the public in understanding how
individual choices build up to form emerging urban processes that
affect the city and its inhabitants as a whole.

Obama | One People [15] employs digital footprints from a major
telecom operator’s cell phone network to examine how people
occupy urban space during a major special event. The project
consists of two visualizations, The City and The World, which are
aimed at a popular audience and represent the event from both a
local and an international perspective. We chose President Barack
Obama’s inauguration day in Washington D.C. as a case to
develop the special event visualizations and we partnered with a
major telecom operator to use cell phone data as proxy of social
activity. We designed and implemented the Obama | One People
visualizations to provide aesthetically compelling answers to
questions like: How does a city perform during a special event or,
analogously, a sudden emergency? Where do people congregate
and how does this vary over time?

It should be noted that there are many projects that focus on
specific aspects of urban pervasive systems and the study of
digital traces like cell phone calls, text messages and geotagged
photographs [6, 13, 7] and the implementation of new mobile
services [12, 1, 9] and interfaces [8, 14, 5]. Our approach in
Obama | One People is slightly different. The goal of our
visualizations is to translate the invisible digital traces of cell
phones and relate these to urban space so that people can grasp the
large-scale dynamics that occur within a cityscape. The ultimate
intent of this work is to envision a future where urban actors can
process existing information in real time directly from the city’s
digital infrastructure and make more informed decisions about
their social behavior within the city.

The data presented in Obama | One People consists of hourly
counts of cell phone calls per each base transceiver station
serviced by a major telecom operator in the Washington, D.C.
metro area along with the location where those phones are
registered, by state for American phones and by country for
international phones. The data set provided covered the period
from January 10, 2009 to January 28, 2009, out of which we
chose to represent the three days before and after the event, from
the 17 to the 23. To ensure the complete privacy of the telecom
provider’s customers, the data is in accordance with the provider’s
privacy policies and we performed our analyses in compliance
with the 2002 Directive of the European Parliament and Council
on Privacy. Our use of aggregate data implies that we cannot
identify individual callers, and we hope that our project might
stimulate a dialogue on the responsible access to digitally-
generated urban data and on how it can provide value-added
services to local and regional communities.

This paper first reviews the relevant design works in the field of
urban informatics, then discusses the design requirements we
sought to achieve in Obama | One People and describes the
visualizations themselves and their results, reviews the
architecture designed to implement the project, and finally
considers the limitations and practical applications of this type of
work. All in all, we believe Obama | One People offers the
following contributions to the field:

- It presents two visualizations that use existing digital
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footprints to create an aesthetically compelling representation
of the temporal and spatial aspects of a public event in a major
urban area.

- It proposes how such visualizations can be accessed through
digital interfaces to support real-time decision-making in the
urban environment.

2. RELATED WORKS

Urban space and cartographic space are inseparable: from the grid
to the aerial perspective to contemporary digital mapping
technologies, the experience of urban space is always an
important component in people’s mental map of the city. The map
has become a popular interface in illustrating data sets drawn from
our increasingly digitally enabled urban infrastructures: from GPS
[18, 17, 4] to cell phone networks [13, 11] and other objects
equipped with radio frequency ID tags [4, 3]. The purposes behind
these types of visualizations vary: from purely artistic endeavors
to traffic monitoring to the uncovering of emerging patterns of
urban activity.

Fig. 2. Examples of visualizations of urban dynamics.

There seem to be four distinctive elements in the
visualization of urban digital footprints:

Infrastructure and scalability. The type of data being used
in the visualizations are generated by digitally-operated urban
infrastructures in the course of the everyday functions of the city
(RFID, WiFi hotspots, GPS, cell phones).

Flows and contexts. The data are displayed dynamically
over time and in geographic space in order to represent flows of
activity (i.e. pedestrians and cars). Some visualizations attempt to
represent activity in almost real-time, often with a slight time lag
for processing, such as a 15-minute delay.

2D and 3D perspective views. Depending on the objective
of the visualization, some perspectives are in 2D, such as in
representing traffic flows, and others are in 3D to present concepts
like the volume of activity in urban space.

Levels of data aggregation. The scale at which the data is
presented varies in detail and aggregation, such as in the case of
sensitive information about individuals.

The following is a discussion of precedent projects that exemplify
the most notable approaches to mapping urban dynamics and that
offer starting points for illustrating the city-wide special event for
Obama | One People.

Amsterdam Real Time (2003) by the Waag Society and Esther
Polak [18] (Figure 1.a) focused on visualizing the connection
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between the structure of the city and the movements of
Amsterdam’s inhabitants.

a) (%> )
b) d:‘ d) \j\ Lj\

Fig. 3. Distinctive elements in the visualization of urban digital
footprints.

By examining people’s mobility through GPS, the project
uncovered a map of the city defined solely by people’s activity in
space. Only GPS trajectories were recorded in the visualization
and this urban flux revealed Amsterdam’s urban form only by
capturing the digital traces of people’s movements (Figure 2.a).
Similar to Cabspotting in San Francisco [17] (Figure 1.b) this
visualization employs the flow information to structure the
geographic space of the city, highlighting thoroughfares of
movement but leaving out buildings and public spaces. Because of
a lack of geographic references, it is difficult for those not familiar
with the map of Amsterdam to understand the connection between
the form of the built environment and the flows of people.
Nevertheless (Figure 2.b), using GPS systems to visualize urban
dynamics is a powerful way to detail (Figure 2.d) the movements
of large numbers of people. Though as in all projects that use
GPS, extending this kind of mapping to include larger number of
individuals involves a high cost and a major organizational effort.

As mentioned previously, Cabspotting is similar to Amsterdam
Real Time [18] in visualizing movement within the city and in its
design approach. Directed by Scott Snibbe [17], Cabspotting uses
GPS technology Figure 2.a in San Francisco’s taxicabs to trace
their movement in real time through the city. The patterns traced
by each cab create a dynamic sense of traffic flows through the
city’s arteries, revealing where traffic is moving quickly and
where it is congested.

Real Time Rome [13] (Figure 1.c) and UrbanMobs [11] (Figure
1.d) introduce a 3D perspective view (Figure 2.c) and provide a
sense of the collective emotions of a city. As the MIT SENSEable
City Lab’s contribution to the 2006 Venice Biennale, Real Time
Rome took aggregated data from cell phones and mapped these
calls onto the geography of the city during two special events over
the summer of 2006: the World Cup finals match between Italy
and France, and a Madonna concert. The visualizations show
peaks in the volume of calls during stirring moments (such as
Italy scoring a goal during the World Cup match) in a sense
revealing the emotional signature of the city as well as where
people are congregating. Similarly, Orange Labs and Faber

Novel developed UrbanMobs as a tool to showcase popular
emotion cartography through the analysis and visualization of
citywide cellular network traffic activity. Both examples signal a
shift in both the aesthetic qualities of visualizing dynamic urban
data and in the methodology of positioning cell phones within
urban space according to the location of cell phone towers that
service those calls. This methodology may lose the detail of GPS
data but in tapping into the network infrastructure of cell phones,
it can harness vast amounts of data representing large swaths of
the city, thus increasing the scale of representation.

Measuring and mapping people’s emotional responses to the built
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environment itself is the goal of BioMapping by Christian Nold
[4] (Figure 1.e). This is a community-mapping project that utilizes
a GSR (Galvanic Skin Response) device to measure how people
react psychologically to different areas of the city. Over 1,500
people have contributed to this exercise in various cities to
produce these communal emotion maps. Presented in a 3D view,
the visualizations use Google Earth to relate people’s emotional
arousal as measured by the GSR device to the geographic
locations they traverse. BioMapping clearly presents the urban
context of people’s reactions to the built environment, and the
GSR sensors and GPS scale the visualizations down to show
individuals’ responses; however the number of people involved
limits the extent to which these maps may present a collective
psychogeogaphy of the city.

Another project that visualizes data gathered directly from
consenting individuals is CamMobSense in Cambridge, UK [3]
(Figure 1.f). Using sensors mounted on pedestrians and cyclists,
CamMobSense monitors pollution in the city and relays the
collected data to a website in real time. It presents a low-cost,
distributed sensor model where people themselves collect data
that can be then visualized to better understand the environmental
impacts of urban functions such as transportation, and in turn this
can help those who manage urban regions make more informed
decisions.

Building upon these precedents, Obama | One People utilizes
aggregated data from cell phones and overlays the call dynamics
onto an aerial photograph of Washington D.C., which highlights
the event spaces of the Presidential Inauguration such as the Mall
and Pennsylvania Avenue. We present the visualization in 3D to
highlight the peaks and troughs in cell phone activity before,
during and after the special event itself, totalling a week’s time of
data. While the aggregated data does not reveal details of
individual movements, it does reveal collective dynamics over the
course of a week in large swaths of the Nation’s Capital. We have
thus created a scalable system that is able to capture the call
activity of large numbers of cell phones resulting in a
visualization that highlights the communications flows of a crowd
and how these relate to geographic locations within the city.

3. DESIGN REQUIREMENTS

In light of the above discussion, we identified the following
specific design requirements to guide the design of Obama | One
People. The visualizations should create a “digital skin” of urban
spaces, with a simple and clear visual language system. They
should convey the social dynamics of a crowd, which are real
phenomena, using informational data. The user should perceive
the former, not the latter. They should establish a strong
relationship between the crowd and the urban landscape. For this
reason, we considered the spatial representation of the information
as a given, reflecting the geographic nature of the data.

The visualizations should be interactive but simple, allowing the
user to explore the evolution of the event in space and time.
However, they are not meant to be visual analytics tools, so they
should not provide quantitative details on the data. To achieve
this, there should be a good balance between aesthetics and
functionality. Inspired by Norman’s work [10], we should use
color, saturation, and luminosity to improve the aesthetic and
emotional impact of the project.

Finally, from a technical perspective, Obama | One People should
ideally run on a real-time stream of data. However, due
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restrictions on the time required to collect the data from the
telecom provider’s network it was not possible for represent the
event as it occurred.

4. OBAMA | ONE PEOPLE

On January 20, 2009, Washington D.C. hosted the largest crowd
in its history for a very special event: the Inauguration of
President Barack Obama. This crowd presented great challenges
to both federal and municipal authorities in terms of management,
transportation, security, and emergency response. Where would
people congregate? How would they get there? When would they
arrive and depart? From where were they coming? The authorities
even had difficulty in estimating how many people would attend
the event. Early predictions called for over 3 million people, and it
was only after the week of the Inauguration that the City was able
to release an official estimate of 1.7 million people. The 2009
Presidential Inauguration offers perhaps one of the most extreme
cases of the value of gathering data about large crowds in real
time so that decision makers can understand and manage special
events as they occur.

In considering the volume of mobile phone calls at any given
momentas indicators of a crowd’s geographic distribution over
time, our access to aggregated cell phone data from a large
telecom operator presented us with the opportunity to explore the
possibilities of using such data to understand the dynamics of
large-scale special events such as the Presidential Inauguration.
The Obama | One People visualizations sought to explore such
questions as: Who was in Washington, D.C. for President
Obama’s Inauguration Day? When did they arrive, where did they
go, and how long did they stay? The nature of interpersonal
communications also allows us to interpret the resulting
visualizations of call data as revealing the psychogeography of the
city during a special event. Guy Debord, a French theorist,
defined psychogeography in 1955 as the "the study of the precise
laws and specific effects of the geographical environment,
consciously organized or not, on the emotions and behavior of
individuals.” [TODO Guy Debord. 1955. Introduction to a
Critique of Urban Geography (essay)]

Thus, another question Obama | One People explores is: when
and where did the crowd in Washington D.C. sense the need to
share thoughts, information, and feeling with others who were not
co-present? Not only does Obama | One People map the invisible
flows of communications over the geography of the city, it also
begins to gauge the collective emotional pulse of the city at a
large scale and over time. Below we discuss the two visualizations
produced to present our analyses of aggregated phone calls in
Washington D.C. during the week of President Barack Obama’s
Inauguration: The City and The World.

4.1 The City

The City illustrates two pieces of information about the
Presidential Inauguration: 1) where the crowd came from and 2)
the emotional flow of the massive event in Washington, D.C.

The City summarizes this information by relating call activity to
the geography of Washington D.C. We overlay the map of the
Nation’s Capital with a 3D color-coded animated surface of
square tiles, with one tile representing a geographic area of 150 x
150 meters. Each tile rises and turns red as call activity increases
and likewise drops and turns yellow as call activity decreases. On
the left side of the screen, a dynamic bar chart breaks down the
call activity by showing the normalized contributions of calls

Russia, St.Petersburg, September 20-24, 2010

from the U.S.’s fifty states and 138 foreign countries grouped by
continent. The timeline at the bottom illustrates the weeklong
trend of call activity in Washington, D.C., which follows the 3D
square tiles that rise and fall on top of the map of the city.

In visualizing the volume of calls served by a large telecom
network in Washington DC, it is possible to see peaks of call
activity as the crowd anticipates Obama’s oath, a drop in call
activity as the crowd listens to Obama’s address, and peaks again
as the crowd celebrates the inauguration of the new President.
Through their cell phones, those present at the historic event share
their impressions with friends and family in vast numbers: on the
morning of January 20th, call activity is two to three times
stronger than usual, and it rises to five times the normal levels
after 2 pm as President Obama takes his oath and people begin to
celebrate.

|
}
D
F
t
|
|

Fig. 4 The City visualizes call activity in the week of the
inauguration. Superimposed on the map of Washington, D.C.
is a 3-D color-coded animated surface of square tiles (1 tile
represents an area of 150 x 150 meters). Each tile raises and
turns red as call activity increases and likewise drops and
turns yellow as activity decreases. On the left, a bar chart
breaks down the call activity by showing the normalized
contributions of calls from the 50 states and 138 foreign
countries grouped by continent. The timeline at the bottom
illustrates the overall trends of call activity in the federal areas
of Washington, D.C., which are represented with 3-D yellow
models on the map at the center of the screen.

4.2 The World

The World reveals the international nature of Inauguration Day.
By using the area codes and country codes of the cell phones
present in Washington D.C. during the week of the Inauguration,
this visualization traces the trajectories of people travelling from
all over the U.S. and the world. We interpret the variations in call
activity as flows of people arriving in Washington, D.C. and then
departing the capital to go back home. The visualization employs
a world map to link the city of Washington to US states and
countries abroad. Packets of information representing 100 calls
for US states and 10 calls for foreign countries move to and from
Washington depending on whether call activity increased or
decreased in relation to the previous hour. The timeline on the
bottom of the screen shows the overall trend of call activity in
Washington, D.C., relating the flows of people with events in the
city.

This visualization shows that people from almost every corner of
the world and almost all fifty states attended the Inauguration of
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President Barack Obama. The aggregated call data indicates that,
at the least, there were people present from 138 countries, totaling
over half of all the countries in the world. This is likely a low
estimate since the data represents only one domestic telecom
carrier. Among the foreign countries represented, the main
international callers are from Canada, Great Britain, France, and
Puerto Rico, which register a five-fold increase in call activity. In
the U.S., the top calling states are also the country’s most
populous: California, Florida, New York, and Texas. Notably,
Georgia also figures in the list of top five callers on Inauguration
Day, even though it ranks ninth in US population.

4.3 Implementation Choices

In the previous section we described the design requirements of
the two visualizations. Here we explain the thinking that
motivated our implementation choices with respect to the those
requirements.

First, we chose to represent the data from two perspectives. The
City shows the evolution of the event within the context of
Washington D.C. and allows users to see the build up in
anticipation of the Inauguration, and how the crowd faded out
after its conclusion. The World represents the international nature
of the event and aims to convey the idea of a global pilgrimage to
the American capital by displaying a map of the world and
showing how people from near and far gathered in one city for
one reason. In both visualizations, one aim is to represent the
social dynamics that enveloped the city before, during, and after
the President’s Inauguration. Another aim is to help users
understand how participation in a public event, like other
individual choices in the context of the urban environment, builds
up to create a collective social dynamic that affects the city as a
whole. For this second reason, we purposefully deemphasized the
quantitative nature of the data by using the visual metaphors of
waves and packets.

Fig. 5. The World visualizes call traffic to and from the
capital. Variations in call activity are represented here as
flows of people coming to Washington, D.C. and then leaving
the capital to go back to their home states and countries. The
world map links Washington, D.C. to capitals abroad. Packets
move to and from Washington depending on whether call
activity increased or decreased in relation to the previous
hour. The timeline on the bottom of the screen shows the
overall trends of call activity in the federal areas of
Washington, D.C., allowing to associate the flows of people
with the events highlighted in The City.

68

In formulating how the data representation would occur, we
considered more abstract visualizations of the flow of phone calls
but instead decided to use maps given the inherently geographic
nature of the data and the message we aim to convey about the
influence of special events on urban space. Moreover, we employ
map details to assist users in orienting themselves within the
context of Washington D.C. without overloading the visualization
with unnecessary details. For this reason, The City visualization
highlights only the major roads of Washington D.C. and the
Potomac River, while The World simplifies the representation of
flows by showing only connections between Washington D.C.,
US state capitals and the countries around the world.

While we simplified the representation Washington’s geography,
we decided to represent call activity in The City with some
redundancy along different features of the visualization: we used
color, opacity, and position of the tiles to represent the intensity of
activity within each cell. The combination of these three features
makes for a strong representation. Color varies from unsaturated
yellow to saturated red to represent the volume of activity (a
feature sensitive to color blind users). The use of opacity hides
those tiles where activity is low and highlights those where it is
strong, thus guiding the user through the evolution of the event.
Finally, the third dimension recreates the wave metaphor
mentioned above and further helps to convey the idea of the city
as a living system.

In The World visualization we represented the origin of the
callers’ phones only using packets of information. In this case,
employing multiple features as in The City would have focused
attention on those connections with the strongest activity, whereas
in this case we sought to highlight the overall exchange of inflows
and outflows happening in Washington D.C. For this, identical
packets are a strong solution as their movements alone create
denser or thinner flows emerging from Washington D.C.

The timelines placed at the bottom of the screen unify the two
visualizations and highlight the weeklong trend of activity in the
areas of the Washington D.C. where the Inaugural events took
place. This common element is intended to help the user associate
the information represented in one visualization with that being
represented in the other. The two visualizations also share a
minimalist interaction system that allow the user to navigate the
3D space with the mouse, using left and right clicks to rotate and
span, and the mouse wheel to zoom in and out. Keyboard arrows
can be used to pause and play the animation, and to move
backward and forward in time.

4.4 Results

The visualizations of aggregated call activity during the
Presidential Inauguration we created for Obama | One People
have provided insights into the dynamics of a remarkable special
event in Washington D.C. in terms of the composition of the
crowd and its emotional behavior in space and over time.

By examining the relative increase in call activity during the week
of the Inauguration as compared to a normal week of call activity
in the Nation’s Capital, it is possible to get a sense of who
travelled to Washington to attend this special event. The states
with the strongest increase in calls were the southern states of
Alabama, Georgia, Kentucky and Tennessee, with calls up to
twelve times the normal levels. These are states that played a
prominent role in the Civil Rights movement and notably are also
red states whose voting population went for the Republican
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candidate, John McCain. Other states with a ten-fold increase in
call activity were lllinois, Barack Obama’s home state, and
Michigan, Ohio and Indiana, swing states which went blue, voting
for President Obama. These results illustrate that participation in
the event from each U.S. state did not depend on its political
leaning or geographical proximity to Washington, D.C.

As the visualizations show, call activity in the days before and
after January 20 reveal that the Inauguration was a multi-day
event as traffic increased markedly throughout the week. On
Sunday, January 18th call activity began to increase and, further
analysis reveals that on Monday it was already two to three times
what it would normally be on a Monday in January in Washington
D.C. On the day of the Inauguration, call activity reached
unprecedented levels throughout the day and the telecom
provider’s network served six times more SMS than normal
levels. In the morning, call activity was two to three times
stronger than normal levels as the crowd anticipated Barack
Obama’s oath, then dropped as the crowd listened to President
Obama’s inaugural address and peaked to five times the normal
levels after 2 pm as President Obama took the oath and people
celebrated.

Geographically, The City visualization reveal how the Inaugural
visitors spread beyond the confines of the Federal areas of
Washington, D.C. - such as the Mall and Pennsylvania Avenue -
into the neighborhoods of the city. The hotspots of activity were
clustered in the Northwest neighborhoods of the city, around
Downtown, Adams Morgan and U Street. The historic
inauguration of President Obama offered people from all over the
United States and the world the occasion for a truly urban
celebration. While these results are not surprising in themselves,
our analyses allow for the first time to quantify and compare the
presence of people in different areas of the city and to reveal their
dynamic movements and, to a certain extent, their emotional
reactions through time.

In post-project discussions with the telecom provider we learned
that while the origin of the crowd is not a key factor driving
capacity planning decisions of network operators, the remaining
questions are relevant. The visualization capabilities presented in
this paper made it possible to understand that the Inauguration
was a multi-day event that began two days before January 20th
and which did not end immediately, stretching visitors’ presence
in the Nation’s Capital through the middle of the week. The
telecom operator appreciated the visualizations’ simplicity and
their ability to summarize vast amounts of data, both temporal and
geographical. Obama | One People also convinced network
engineers of the benefits of collecting, analyzing and visualizing
digital footprints of telecommunications flows. This in turn led to
a new partnership with the radio access network engineers to get
access to more data and to get the support of their management for
further analysis.

Future user studies should include those who manage municipal
services during special events who often must make educated
guesses about crowd capacity in the city’s public spaces.
Moreover, it would be valuable to gauge how the information
transmitted through these visualizations could alter the behavioral
decisions of the participants of special events themselves. Would
they decide to arrive at the event earlier or later? Would they
choose to reorganize themselves in the public spaces of the as
they learn the real time dynamics of the crowd? Ultimately, what
these visualizations aim to do is to create a feedback loop that
provides real time information about urban dynamics back to
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people so that they can adjust their decision-making as they go
about their daily activities.

Trends in call activity per locals, nationals, and foreigners

Fig. 6. Trends of normalized call activitity before, during, and
after the event.

5. SYSTEM IMPLEMENTATION

We developed Obama | One People on top of an agile architecture
that supports the operations of data gathering, storage, and
analysis. These three operations exist in three separate layers and
we implemented the system in the Python programming language,
using the open-source PosgreSQL database system and the
PostGIS geospatial extension. Figure X details the workflow
between the layers, which we describe below.

5.1 Data Gathering

This layer provides standard tools for uploading urban data. It
consists of a secure FTP server and a server daemon. The server
allows the telecom operator to upload CSV files containing data
on the network activity in the last 60 minutes. The daemon detects
when a new file has been loaded, then parses it and loads the data
in the Data Storage layer.

We chose not to implement more advanced data streaming
technologies to simplify the interaction with the telecom operator.
This solution allowed us to obtain data in different formats and
resolutions and to rapidly restructure it in a form that is
compatible with the data storage layer. However, this solution did
not allow us to visualize network activity in real time.
Nevertheless, we were able to access the data and complete the
visualizations within a couple of weeks of the Inaugural event.

5.2 Data Storage

This layer stores the network activity data into a geospatial-
enabled database, which also stores information about the location
of the base transceiver stations and on the geographical structure
of the spatial grid used in The City visualization. Each data point
has a time reference and a geographic reference to the country or
state where the phones making calls are registered, which allows
inter-country normalization and continent-scale aggregation of the
data.

Since in this dataset the activity generated by U.S. phones is on
average two orders of magnitude higher than that generated by
foreign phones, we chose to normalize all time series in the range
[0; 1]. To do this, we divided the activity by the maximum
reached by each state or country within the time span of our data
set. In most cases, the maximum was right after President
Obama’s Inaugural speech (see Figure 6).
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5.3 Data Analysis

This layer accesses data from the Data Storage layer and performs
geospatial operations that redistribute the punctual information on
network activity over the two-dimensional Washington, D.C. area.
The Data Analysis layer is also in charge of performing pre-
processing operations on the data, like correcting missing values
and normalization. The geospatial operation adopted to
redistribute the network activity visualized in The City was based
on a discrete grid of 150x150 meter cells that cover the
Washington, D.C. area. The activity in each cell is estimated by
summing the contributions of all the base transceiver stations
weighted according to the distance between the cell and the
station. The weighting factor is defined by the exponential decay
function w=exp((-dist(cell,bts)?)/0.2) which causes the weighting
factor to become insignificant at the reasonable distance of 1 km
from the station. The operation chosen to estimate the flows
visualized in The World was based on the gradient of the network
activity generated by each US state or country. Under the
assumption that the average number of calls per person does not
change radically over the course of the special event, we
estimated a larger presence of people from a given state or
country when the related call activity increased from one hour to
the next. To account for normal daily fluctuations, we subtracted
the average variations and represented only unusual fluctuations.

The main objective of our analyses was to summarize the data
collected by the cell phone network into two easily
understandable metaphors of social dynamics and urban
communications flows. We consciously avoided using more
invasive analyses, for example using radio wave propagation
models to redistribute the data, in favor of an approach that
focuses the viewers’ attention on the high-level understanding
about urban processes that this data can provide.

6. LIMITATIONS

Up to this point we have not able to validate the efficacy of the
visualizations as the project is still confidential and cannot be
shown outside our research group (we have specific permission
for this publication). In this section we describe the major insights
and limitations of our approach, which will be addressed in a
future user study. Thus far, we have been able to collect informal
feedback from the research scientists of the telecom operator,
which supports our design and implementation choices. Their
positive feedback confirms that the Obama | One People
visualizations offer a new perspective on the nature and dynamics
of a special event such as Inauguration Day. While the main
results are not surprising - it is to be expected that call activity
would increase markedly on the day of the event — they
nevertheless reinforce assumptions about how people may behave
during large-scale urban events. As service providers, the telecom
operator valued the insight that there was a slow build-up to the
actual day of the Inauguration and likewise a slow retreat of the
crowd from the city over the course of several days. This may
present a future scenario where the provider deploys extra telecom
capacity for a special event a few days before the event and leaves
it up and running for longer than expected.

Moreover, while most of the operator’s feedback praised the
simplicity of the interface and the visual system, some would have
liked to see more analytical tools included in the visualization so
that users could themselves examine the data. In the future,
therefore, we intend to create an interface that allows the experts
to study more in detail the data while maintaining a simple
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interface for basic users. On the technical side, we limited our
visualizations to cell phone activity recognizing that there are
other forms of digital footprints. Works that used vehicle traffic
data, for example, have been discussed in the section on Related
Works. While it is not clear which datum or combination of data
is the best proxy for estimating social activity, our visualizations
could be immediately used with traffic data. Again, however, the
focus of our project is not on quantitative precision but rather on
the qualitative narrative.

Finally the architecture implemented is quite simple. While this
allows designers to easily adapt to changes in format and
resolution of the data, it does not allow the gathering, storage, and
analysis of data in real time. This is a major drawback that is due
to the slow process of data collection on the network side by the
telecom operator. In the future, however, as information will flow
more freely, a more advanced system architecture that fully
supports real time data streams will be necessary. In that scenario,
the simple geospatial procedures on the data that we perform will
not clog the system.

7. DISCUSSION

Obama | One People is part of a long term vision centered on the
idea that diffused social consciousness regarding urban dynamics
can improve the efficiency of cities by enabling local authorities,
service providers, businesses, and citizens to make better
informed decision in their urban landscape. This vision was
presented in WikiCity [16] (see Figure 7) that considered another
public event, the Notte Bianca in Rome, Italy, an all-night festival
that hosts artistic performances at various locations throughout the
city. In that occasion, we developed a public interface that
featured a satellite image of Rome with four types of information
overlayed on top of it: real-time cell phone activity, the real-time
location of public transport buses, starting and ongoing event tags
at their corresponding location, and live news feeds from
journalists at key locations. While the scope of this paper is not to
present WikiCity, we believe it is important to discuss its
underlying concept to contextualize Obama | One People.

Through WikiCity we envision the participatory provisioning of
urban information by local authorities, service providers,
businesses, and citizens, and the enabling of semantic processes
for the development of an evolving hierarchy of analysis tools and
information visualizations. These mechanisms, coupled with
ubiquitous interfaces, are expected to enact the active use of
digital technologies for real time location-based decision making
in the city. In a similar fashion, they are intended to support the
active collection of public feedback on the condition of the city
and its services. The mapping of urban information is not limited
to providing a real time representation of the city. Instead it
becomes an instrument for citizens and local authorities to base
their actions and decisions in a better informed manner. In this
way the real time information changes the city context as well as
is changed by that altered context accordingly. The potential in
this scenario is to address a wide variety of problems that interest
the multifaceted aspects of managing the city as a complex
system. The results of WikiCity were mixed. If on one side it
proved the technical feasibility of our vision, on the other it failed
in creating a user base and the visualization was not adopted for
subsequent major public events. While there are many possible
reasons behind this, we believe that one of the major issues was
that our interface tried to convey too much information to a public
that was almost completely unaware of the significance of that
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information. We see Obama | One People as an intermediate step
in dramatically illustrating and popularizing the idea of the city as
a living system that responds collectively to the actions and
decisions of individuals.

8. CONCLUSION

This paper discussed a visualization project that considered how
crowds behave during large-scale public events in urban areas.
Obama | One People took as its case the Inauguration of President
Barack Obama and overlaid telecommunications data over the
geography of Washington D.C. The two resulting visualizations —
The City and The World — showed from a local and an
international perspective that the Inauguration was a multi-day
event and that it drew people from all over the US and the world.
The potential of visualizations such as Obama | One People are
great for those who manage and act within urban space. They are
a first step in revealing collective patterns of social dynamics, and
data such as telephone call activity can offer a insights into how
people inhabit the city in different times and locations, and how is
the urban environment can be stressed in the case of public events
or sudden emergencies.

Having the results of these analyses in real-time, urban planners
would be able to promptly detect and correct phenomena that
reduce the liveability and sustainability of the city: instead of
planning urban interventions and waiting months to evaluate their
impact, they could switch to a more reactive, real-time
management of the city. Moreover, these kinds of visualizations,
if accessed through an appropriate interface, can also be of value
to urban dwellers themselves. The ultimate goal of this work is to
build urban interfaces where people can deposit and extract
information on the functions of the city in real time and thus work
together in building more efficient, intelligent and sustainable
cities.

Fig. 7. WikiCity [16] was publicly displayed during a major
event in Rome, Italy and presented real-time cell phone
activity, the real-time location of public transport buses,
starting and ongoing event tags at their corresponding
location, and live news feeds from journalists at key locations.
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An Efficient Slice-Based Water Simulation Approach for Breaking Waves
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ABSTRACT

The simulation of breaking wave has a computationally intensive
application. To reduce the computation this paper presents a slice-
based water simulation method for ocean breaking waves on
natural simulation by generating the 2D simulations and then
integrating these 2D simulation results into a 3D shape. We first
simulate a 2D wave by a 2D Navier-Stokes (NS) solver to obtain
the varying of ocean. Then, we propose a new reconstruction free
surface method via Volume of Fluid (VOF) to further reduce the
computation time and achieve better efficiency by using a linear
interpolation with noise function to construct a complete 3D
ocean simulation from these 2D simulations.

Keywords: Slice Method, Volume of Fluid, Breaking Wave

1. INTRODUCTION

Physics-based natural simulation of computer animation becomes
popular in recent years. The 3D graphics hardware has been
widely applied to various fields with the rapid progress of
multimedia system and virtual reality. In natural simulation, it was
difficult to render the ocean on the PC, due to the restriction of
computing power in the past. Fortunately, after the first graphics
processing unit introduced by NVIDIA in 1999 that integrating
transform, lighting, triangle setup/clipping, and rendering engines
is capable of processing a minimum of 10 million polygons per
second, as a result, the natural simulation and many other 3D
graphic applications become feasible. Speed and realism are two
mainly considerations in breaking wave simulation. For the game
purpose the speed is mainly concerned. For the physical research,
“realism” is very important due to users hope to get precise image
or results.

For ocean simulation one can use Navier-Stokes equations (NSE)
to describe the motion of incompressible fluid. NSE is viscous
Newtonian fluid, and can calculate the fluid motion accurately
and simulate the effect effectively. The breaking wave needs much
more calculation to simulate the fluid situation.

In addition, most of existing studies about real-time water
simulation cannot simulate breaking wave. The breaking wave
simulation spends a lot of time because it needs complex physical
calculation. In order to simulate the breaking waves in real time,
this paper proposes a slice-based fluid simulation, and combines
linear interpolation with noise function to construct a complete
3D fluid simulation. The goal of this paper is to get a fast
breaking wave simulation without loss of too much realism.

2. Related Work

Because the focus of computer animation is perceived by the
human eye that can be fooled the visual on clever in the movies or
games even if it is incorrect. Therefore, they often focus on real-
time simulation on current research. There are two types of fluid
frameworks Eulerian and Lagrangian for the ocean simulation. In
[2] a hybrid method, called particle level set method that
combines Eulerian with Lagrangian framework is proposed.
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It is very important to get the free surface on the ocean simulation.
According to the definition of Kinetics, the stress of the tangent
direction sum is equal to zero. Assuming that the particle system
based on the Lagrangian framework has enough number of
particles, the particle will form automatically free surface. It needs
to obtain the free surface on Eulerian framework, with the
complicated calculation of boundary. Currently based on the grid
method, there are some methods such as MAC grid, level set,
particle level set, VOF, front tracking, ghost fluid, and height
field.

2.1 Height field

Ocean wave is a sine wave alike. Breaking waves are traditionally
modeled using sinusoidal and trochoidal functions [16]. It gets
height of the surface by the height field function. The height
function method doesn’t consider the eddy varying under the
water, and the simulation is fast and has good result in quality.
Height field has better effect when sea is calm, but the result is
worse for windy weather. There is one problem for height field
[8], when simulating the shallow water, due to it cannot generate
the breaking wave. Tessendorf [6] used statistical methods by the
oceanographer observation and fast Fourier Transform (FFT) to
obtain the results of breaking wave. Jensen and Golias [7]
introduced a new real-time level-of-detail deepwater animation
scheme, which uses many different proven water models.
Johanson [1] used Perlin nosie to simulate the details of ocean,
and presented an alternative technique called “projected grid”. For
the shallow water waves on a height-field, the wave equation in
[17] can be used to describe the fluid flow by the 2D NSE and
wave effects. In addition, a noise-based animation of detailed
fluid structures further improves the realistic appearance.

2.2 Breaking wave

When the weather is stormy or windy, the wave will overturn and
break. The breaking wave is very important for reality. The
breaking wave includes the spilling breaking, plunging breaking
and surging breaking.

If we can simulate the different kinds of breaking waves, the
simulation results will become more real. The height field can get
the real result and fast simulation, but the disadvantage is that it
cannot simulate breaking waves. Existing methods for breaking
wave use NSE to calculate accurately the varying of sea to
implement breaking waves. Unfortunately, the NSE is a set of
highly non-linear partial differential equations (PDE).

There are many methods for discrete the PDE in the literature (e.g.
finite difference [9], finite volume [18] and finite element [14]).
Stam [5] proposed the semi-Lagrangian approach to solve the
advection of NSE and simulate the varying of the 3D fluid. Foster
and Fedkiw [10] presented a general method for modeling and
animating liquids, and extended the object interaction mechanism
to provide control over the liquid’s 3D motion. Mihalef et al. [20]
developed a novel fluid animation control approach to control
breaking waves, and proposed the slice method to define the
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shape of a breaking wave at a desired moment by the library
evolution of breaking waves. Irving et al. [4] proposed an
approach which optimizes the fluid simulations with tall and thin
cells, and also reduces the computational complexity for large
fluid volumes. Thurey et al. [12] presented a new method for
enhancing shallow water simulations by the effect of overturning
waves that make it possible to simulate scenes in real-time.

The wave simulation including the splashes and foam has an
important role in the visual representation of the breaking waves.
The particle system often specifies the splashes and foam
movement in 3D environment. Takahashi et al. [19] proposed the
control of the generation, vanishing and transition rule of splashes
and foam. Based on the particle model Thirey et al. [11]
presented a shallow water to achieve real-time by using a
smoothed particle hydrodynamics simulation. Wang et al. [13]
used moving particle semi-implicit (MPS) method, and using
fractional Brownian motion (fBm) 2D simulation to expand into
3D representation by giving motion variation.

Due to simulating the effect of breaking waves needs a large
amount of calculation and spends considerable time. Therefore,
this paper proposes a slice-based method to speed up the
simulation of breaking wave by using a new reconstructing
algorithm keeps the simulation of volume fraction of fluid in VOF
in 2D. Then it is expanded to 3D representation by combining
linear interpolation with noise function. The proposed algorithm
is effective in reducing the computation time.

3. THE PROPOSED METHOD

We proposed a slice-based method to get 2D simulation results
first and then combined them using a linear interpolation with
noise function to generate the new 2D simulation slices from
previous two 2D simulations. Because the linear interpolation will
cause unnatural result, the noise function is used to make the
motion and behavior look more natural. For the 2D simulation we
use NSE as the physical equation and solve free surface via VOF.
In addition, about the reconstruction of volume fraction in VOF
[15] one can improve by a moving interface reconstructing
algorithm, and use the project grid method in reducing
unnecessary computation in implementing the level of detail
(LOD).

The system architecture for the proposed ocean simulation is
given in Figure 1. It consists four parts including the grid
generation, wave simulation, particle simulation, and render
respectively. And the flowchart is given in Figure 2.

Ocean Wave
[
| I ] ]
Grid Wave Particle R
Generation Simulation System

Staggered
Grid

2D
VOF

Figure 1 : System architecture
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Figure 2 : The flowchart of the proposed method

3.1 Grid generation

We use finite difference schemes that can be described as non-
staggered or on staggered grids. In the same positions all the
scalar variables for the non-staggered grid are stored, and the
staggered grid the scalar variables (e.g. pressure and density) are
stored in the cell centers of the control volumes, whereas the
velocity or momentum variables are located at the cell faces.
Using a staggered grid is a feasible way to avoid odd-even
decoupling between the velocity and pressure. Odd-even
decoupling is a discretization error that can occur on collocated
grids and can lead to checkerboard patterns in the solutions.

¥

Particle
System

Render

3.2 Wave simulation

The main part we concern for the ocean simulation is the variation
of water wave. We can use 2D NSE to calculate the fluid varying,
and solve the problem of free surface using VOF. However, by
combining the linear interpolation with noise function one can
generate the new 2D simulation results between any two existing
2D simulations. Finally, we use an isosurface reconstruction
approach to obtain the 3D surface.

3.2.1 Fluid equation

The incompressible NS equation is used for the ocean simulation.
The NSE includes three types of forces, they are body forces (F,),
pressure forces ( F, ) and viscous forces ( F, ). The body forces act
on the entire water element. We assume only the gravity, F, = oG ,
where p is density and G is the gravitational force (9.81m/s?).

The pressure forces act inwards and normal to the water surface,
so the pressure forces are defined as the negative (F, =-V-p).

The viscous forces are F, = uvv according to the definition of
Newtonian fluid, where ,,=1/pvL , p is density, V is velocity
and L is dimension. Newton’s second law is used (F =mA) to
describe the motion. According to the F=F, +F, +F, = pA, we
can get the expansion as pA=pG-V-p+uVV . Assume that
density is uniform, the acceleration is A=G-Vplp+uV¥VIp . The

varying velocity over time is aviet+(vV-v )V =G -(v- p)/p+(,uV2V)/p .

This equation conserves the momentum. In addition, the equation
V-V =0 describes a conservation of mass. The last two equations
together are referred to as the NSE. The NSE contains four terms:
force, advect, diffuse, and pressure. The steps of the NSE solver
are illustrated in Figure 3. We can solve the equation one by one.
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Force Diffuse Advect Project

Vr,'(x:t) Vl(Xtt) V'_-‘(xrt) V-_‘(X,t) Vﬂ(xrt)

Figure 3 : The steps of the NSE solver

First, the simplest term is the external force f. These forces may be
either local forces (wind blow) or body forces (gravity). Here we
assume that the force does not vary considerably during the time
step. So, we can get the equation as Vi(t+At)=V,(t)+ f - At . The next

step is the diffuse term. It is for the effect of viscosity and is
equivalent to a diffusion equation. Viscosity is measure of how
resistive a fluid is to flow. We can get the equation by the finite
difference method as Vz(t):\/l(t)Jr(At.VVZ\/)/p . The third step

solves for the effect of advection (or convection) of the fluid on
itself. The advection term is non-linear and cannot be
approximated by the finite difference method. Here, we use the
method of characteristics to solve partial differential equations.
All the fluid particles are moved by the velocity of the fluid itself
at each time step. It is necessary to calculate the velocity at a point
X at the new time t+At . So, we backtrace the point x through the
velocity field U, over a time At . This defines a path p(x,s)
corresponding to a partial streamline of the velocity field. The
new velocity at the point x is set to the velocity at its previous
location a time At ago. The equation is V,(t)=V,(p(x,—At)) .The

final step is project term which is used to solve the pressure term.
According to Helmholtz-Hodge decomposition theorem, any
vector can be decomposed into a set of basis vector components.
So, we can get the equation w=u+Vp. The new velocity field w
with nonzero divergence to solve the NSE that involves three
computations to update the velocity at each time step : force,
diffusion, advection application. The velocity field u is free
divergence velocity, and p is the pressure field. If we apply the

divergence operator to both sides, then we obtain Vw=V-(u+Vp).

Because the velocity field u is free divergence (V-u=0), the
equation can be simplified to v.w=v?p. The equation is a Poisson
equation for the pressure of the fluid. We can solve the equation
for p, and then use w and p to compute the new divergence-free
field u. So, the velocity equation of the final step is
Vv, (t)=V,{t)-vp/p.

3.2.2 Free surface

The free surface is the most influential factor for reality. So the
classification of the free surface grid is used to distinguish the
location of free surface. It is called full cell when the grid contains
only liquid. The grid is located at the top of the free surface and
the grid that contains no liquid is called empty cell. In addition,
the grid that contains liquid and gas, and where at least one
neighboring grid is empty is called the surface cell. We should
determine whether the grid belongs to the above cells before the
surface reconstruction. If the grid is a full cell, one can calculate
the velocity according to the internal fluid field. On the other
hand, it does not need to calculate when the grid is an empty cell.
Besides, it should get the average density when the grid is surface
cell, then calculate density by internal fluid field equation,
p=p+(p,-p)f , where , and , are the gas and liquid
density respectively, and f is the fraction of fluid in the grid. We
can get the free surface through the above description but the
premise is that the grid type has already been determined.
Therefore we have to determine the grid type using VOF, which
defines an additional variable in the computing grid called
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fraction-of fluid function, f(x,z,t). The value of f is between zero
and one. The value “0” expresses an empty grid, and we defined
“1” as a full grid and “0~1” as a surface grid. Because the free
surface moves over time, the value f will change with the free
surface. The VOF gets the free surface through the definition of f
for each grid, and the f in each cell is transported by the advection
equation as f +u-vf =0.

We reconstruct the free surface according to a moving interface
reconstructing algorithm [15], but the reconstructing algorithm is
only implemented on the closed boundary grid. Hence, we modify
the algorithm for the ocean simulation (non-closed boundary).The
grids whose value is between zero and one are first located. The
intersection of the surface of the boundary line and the grid is
called spot. The surface grids shown in Figure 4 have three types.
Each type includes four patterns according to the relationship of
the location of the surface grid and the adjacent grid.

@) 12150 o ] peali® ||| © E o | ©
w - o
@Y B iz H (&3] 2 (1) ]
b, () (o) .
H @ @)
A o
d;
o S s W axcm
H ! 3) (2) 1 2 (2" (@) m n ®)

Type 1 Type 2 Type 3
Figure 4 : Three types for the free surface grid
The grid (1)(2)(3) is the order index for surface grid as shown in
Figure 4. The grid | is the current boundary grid. Type 1 is
characterized by “linear” that the current grid and the adjacent
grid is a straight line parallel to the x axis or y axis. Type 2 is
characterized by “convex” that the current grid and the adjacent
grid are not straight but convex. Type 3 is characterized by
“concave” that the current grid and the adjacent grid are not
straight but concave. We define four different cases according to
the different types. In order to obtain the spot, we define Q; as the
boundary spot. P is the grid node that locates at the adjacency of
Qi. The variable t; is the reference value and is defined as follows.

|RQi|/Ax if RQ is parallel to the xaxis
t =
" ||PQl7ay if PQ; isparallel to the yaxis (1)

where Ax and Ay are the length of the grid x axis and y axis
respectively. We record the related information of each Q;,
including the number of spot, type and the coordinate of
B (XY, ). Assuming the volume fraction of fluid of the I surface

grid is f;, we can build volume fraction of fluid as listed in Table 1
according to the type of the surface grid. After obtaining t; one

can calculate the coordinate of spot (Xc. ,YQ‘) according to the spot
Q; as shown in Table 2.

Table 1 : Volume fraction of fluid
The 1 grid type | Keeping volume fraction of fluid
Type 1 : Linear LThr)=1
2 i i+l i

Laet

12t a-t)= 1

Type 2 : Convex

Type 3 : Concave
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Table 2 : Formula of spot Q

The pattern of the | Spot Q
type X, Y,
; Y, -t
8; Xo +t Yo
(c) X Y, +t,
(@ X, —t, Y,

Assuming the boundary grid, i, is the volume fraction of fluid f;.
If the boundary grid is closed and the boundary is composed of
the boundary grids, we can obtain N equations. By solving these
equations one can obtain t(i=12,-,N) and the coordinate of Q;

by ty+1 = t;. When the simulation has non-closed boundary, the
equation would be ty.; # #. Hence, we should obtain the spot of
start gird before the operation. Here, we divide the start grid into
three types and seven cases. And we can obtain the t; as shown in
Figure 5 by the equations of the different cases. We divide the
start grid into three types. Type 1 is “leftward”, and the adjacent
grid is located on the left start grid. Type 2 is located below the
start grid, called “downward”. Type 3 is located above the start
grid, called “upward”. The different types have different cases.
According to the different cases one can calculate t; as shown in
Table 3.

(a)
®)

(3)

I
1€} (b)
Type L Type 2 Type 3

Figure 5 : The status of the start grid
Table 3 : Formula of t;
Type 1l
t,=(3f,—f,)/2
(a)

(b) t = 2(f+ )2 1,2+ 1,
© | —@re2n,-32/t 0h,— 1,302

f § h
@
Ea !
:
13 @
[ ) |2
\—ﬁﬂﬁ
®

Type 2
@ tlz(f1+‘/f12+f1f2J/fz
(b) t,=2f, +2[f, — 1,f,
Type 3
@ tl:[(fl—fz)ir‘/ff+f1f2—3f1—fz+2]/(1— f,)
(b) t, = (2f, ~1)+2[f, - .1,

3.2.3 Expansion to 3D

The slice method can generate the different 2D simulations, one
can further integrate them to get a 3D shape. We can use the level
of detail(LOD) scheme because LOD involves decreasing the
complexity of a 3D object representation as it moves away from
the viewer or according other metrics such as object importance,
eye-space speed or position. Based on the LOD each patch will be
determined by the distance to the viewer, one can use the larger
grid on the 2D simulation when grid is farther away from the
camera.

In contrast to the slice method that needs to process many slices,
the proposed method only process some key slices. We apply
linear interpolation with noise function to generate the new 2D
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simulations between two key slices. The formula is shown as
follows.

i =P +@t 1<j<n @
P, =P, +(P, P, Noise(j) 3)

where P;; is the i-th of 2D simulation result (outline), and the j is
the order of the boundary. P;; and P are the two 2D simulations
by VOF, and they need to interpolate 2D new slice P, . between

i+t,j
the i-th and the k-th simulation. By Eq.(2) which is the linear
interpolation one can obtain the value of the interpolation. But the
quality is insufficient, when only use the value of the interpolation
to generate the 2D simulation, so a noise function is integrated
into Eq.(3). The noise function makes the simulation more real.
The reconstructed surface may have aliasing and not smooth.
Therefore, we should add some techniques to make the surface
more smooth. Here, we use the Chaikin's algorithm to smooth the
reconstructed surface.

3.3 Particle simulation

The particle system is used to simulate certain fuzzy phenomena
on computer graphics. The particle status of splashes and foam is
very important for the ocean simulation. In this paper, we only
render the splash. We generate the particles according to the value
of curvature, and the new splash particle has its lifespan. Then we
update position over time. And the splash particles are rendered in
white. In this way, we can effectively visualize splashes.

3.4 Render

In this step, we use the lighting and texture operations for the
ocean simulation. The texture technique that we used is bump
mapping. Bump mapping perturbs the surface normal of the
object at each pixel, and is applied before the illumination
calculation. In addition, it has been proved an effective way to
improve the appearance of reality and not increase the complexity
of the geometric objects. The technique has already implemented
in the field of real-time graphics with the graphics hardware
progresses and the application of shading language. In order to
render the water, we should implement the reflective and the
refractive effects. Environment mapping can help us to render the
effect. One can calculate the normal vector to get the
corresponding environment texture. Then one can mix the texture
with water color and get the final color. The technique is easy to
implement by GLSL, and the result is more realism.

4. IMPLEMENTATION

The simulation of breaking wave has a lot of formulas that are
very complicated to implement for hydrodynamics. In this paper,
we use the finite difference method to describe the formula of
NES. Then, we can get the velocity at the center of each face of a
grid and the pressure at the center of a grid. According to the
correctness of velocity and pressure one can construct a flow field
and do the ocean simulation.

4.1 2D simulations

4.1.1 Initialization

Before the simulation, the computation domain can be represented
via a fixed rectangular grid aligned with a Cartesian coordinate
system. To initial configurations of space such as mesh size,
velocity field and pressure field, and prescribe initial conditions
for the 2D NSE, one can create an ocean wave by [20]. At first,
we denote the period, T, wavelength, A1, and amplitude, A. If
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the frequency, w=2xz/4, and the phase-constant ¢ =27/T which
expresses speed, the surface displacement for a wave is given as
W(x,t)= Acos(wx—¢t) . And the velocity components are given by
u(x,t)= Age™ cos(wx— ¢t)

v&t;: Age™ sin(wx — gt (4)
where Z is the depth, and we can obtain the equation when time
is zero.

W(x,0)=d+ %(wAcos(Zzzxﬁ %(WA)Z cos(27zx)+§(wA)3 COS(GﬂX)] (5)

4.1.2 Discretization
We expand the equation via the finite difference method because
the 2D simulation is driven by NSE, The NSE contains three
different applications of the symbol V . The three applications are
gradient, the divergence, and the Laplacian operators respectively,
as shown in Table 4.

Table 4 : Three finite difference forms

Operator Definition Finite Difference Form
Gradient Vp= [% : %p] [—p”"‘zgxp"“ ,—p"‘“z;yp”’l j
Divergence | VvV :%“+% Sove) e "A’yv
Laplacian | v'p=22 Zy—p Pty _(ZAZ')"f Pa , P _(2 A‘;;f P

The subscripts i and j used in the expressions in Table 4 is used to
discrete locations on a Cartesian grid, Ax and Ay are the size of
the grid in the x and y dimensions, respectively, and u,.,,,.v, ..

are the location of staggered velocity components on a grid. This
discretization leads to an explicit finite difference approximation
of Eq.(3).

4.1.3 Boundary conditions and surface grid

Boundary condition is set on the boundary between the obstacle
and the water. Assume the obstacle is non-slip, one can make the
gradient of pressure equal zero on the boundary and the velocity
on the boundary is zero.

The pressure of the empty and surface grid are set to atmospheric
pressure, and the velocity on each of its faces shared with another
empty grid, which is set to zero and the velocity should satisfy the
conservation of mass. As shown in Figure 6, Type 1 shows the
velocity on four sides of the two dimensional surface grid. Three
of them are surrounded three sides by grids containing fluid. In
order to keep the conservation of mass, the velocity of air v, set
t0 v,=v,-(u,-u). When the grid has two sides which face an empty
grid, it is type 2. Each open side velocity equals the velocity of
the side of the grid opposite it. And when the grid has three open
sides, it is type 3. The side velocity equals the velocity of the side
that opposites it

V2
Air

Type 1 Type 2 Type 3
Figure 6 : Setting the velocity on the free surface

4.2 GPU implementation

The efficiency is lower when only using CPU, because of the
complex operations for NSE. General-purpose computing on
graphics processing units (GPGPU) is the technique of using a
GPU, which typically handles computation only for computer
graphics, to perform computation in applications traditionally

76

handled by the CPU.

We utilize GPU to improve for the complicated operations. In the
GPU pipeline, the traditional end point of every rendering
operation is the frame buffer, a special chunk of graphics memory
from which the image that appears on the display is read. The
frame buffer can get is 32 bits of color depth, shared among the
red, green, blue and alpha channels. The data will always be
clamped to the range of [0;1]. Fortunately, OpenGL extension
provides 32-bit floating point values on GPUs. Each RGBA
channel of offscreen buffer supports 32-bit floating point values
for vector calculations. We commonly call the technique FBO.
Arrays in GPU memory are called textures or texture samplers.
Texture dimensions are limited on GPU, the maximum value in
each dimension is 2048 or 4096. The data elements which are
accessed from texture memory, one needs to choose a special
projection from the 3D world to the 2D screen. Pixels and texels
are one to one mapping. To choose an orthogonal projection and a
proper viewport, one will enable a one to one mapping between
geometry coordinates and texture coordinates and pixel
coordinates. To use a texture as render target to attach the texture
to the FBO, the FBO extension provides a very narrow interface
to render to a texture. Then we transfer data to a texture from
CPU to GPU. The operations that are calculated on GPU can be
achieved by shading language. The shading language divides into
two parts( vertex and fragment shader), and we can code
according to the requirement and transfer from GPU textures to
CPU arrays or render.

GPGPU can help us to do the complicated arithmetic, but one
thing should be noted. It is expensive to transfer data from GPU
to CPU. So, we must consider very carefully before doing
GPGPU. We calculate the two dimensional NSE solver on CPU
and GPU respectively. Table 5 lists the comparison of
computation time between CPU and GPU. Here we divide the
GPU process into three major items, the NSE fragment, texture
transmission and glReadPixels function. GPU spends most of
time on glReadPixels function. The computation time on CPU is
about 15.9 milliseconds and GPU is about 2 milliseconds. The
result is calculated on the grid size 100 x 100. It shows the
excellence floating-point operation of GPU.

Table 5 : Computation time between CPU and GPU

Operation Run NSE TeXtP“? glReadPixels
fragment transmission
GPU Less than 0.25ms 0.7ms
0.5ms
CPU 15.9ms
4.3 Results

We generate a 2D initial wave and the parameters »-2 and w=3.
The grid size is 100 X 100. Figure 7 shows the 2D wave. The left
picture is at time 2.8 and the right picture is at time 9.5. The
experiments were run in PC with 3.4GHz Pentium IV CPU and
NVIDIA GeForce 8800GTS display card. The performance is
about 44.15 frames per second.

—

Figure 7 : Snapshots of the 2D wave
The 3D simulation result is through combining with the different
2D results of the proposed algorithm. Figure 8 shows the result.
The advantage of the proposed algorithm is that users can choose
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the 2D results to determine the variation of wave. Figure 9 shows
the FPS measurements for the different slice counts. These slices
would be uniformly distributed on the interval of z-axis grid size.
And the grid size is 100 X 100 X 50 and the number of triangles is
about 148000.

Figure 8 : Snapshots of the 3D wave
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10 T

6.31 5.61
—

Slice counts

Figure 9 : FPS measurements for the different slice counts
NSE can be divided into four steps with the time complexity is
listed in Table 6. Project step uses the PCG method to reduce
both the space complexity and time complexity per iteration from
o(n*) to o(m), where n is the grid size, m is the number of
nonzero entries of A, and « is the iteration times. Our algorithm
efficiency is competitive compared with the previous method of
the slice method [20]. In [20], the free surface is calculated by
CLSVOF. The result is more realism but needs more
computational time. In the proposed algorithm, we use VOF to
solve the free surface. The VOF method is known for its ability to
conserve the "mass" of the traced fluid. Although the reality is
less, the computational time is twice less than that of CLSVOF.
Table 7 lists comparisons of time complexity for the proposed and
the slice methods. We assume the time complexity of 2D NSE and
the surface reconstruction is O(K), so the time complexity of the
proposed method and the slice method is tO(K) and hoO(K)
respectively, where t is the number of key slice and h is the
length of z axis (t<h). Here we assume the length of z-axis on
3D space is fifty. The slice method needs fifty slices and the

proposed method would use 2~6 slices to expand 3D environment.

The computation time of the proposed method is faster than the
slice method. Although fewer slices would reduce the reality, the
work efficiency would increase. And the proposed method is more
flexible due to users can decide to control slices count. In order to
reduce aliasing which producing by linear interpolation, we add
the noise function to make the free surface more natural.

Table 6 : Time complexity for different solutions of NSE

NSE Force Diffuse Advect Project
Finite Finite Method of
Method difference | difference | characteristics PCG
Time ) O(n) O(n) O(n) O(Km)
complexity
Table 7 : Time complexity of the proposed method and the slice
method
Method The proposed The slice method
method
Time complexity oK) ho(k)
Computation time 5~9 frames/s 1 frame/s

Russia, St.Petersburg, September 20-24, 2010

We render the environment mapping, the reflective and the
refractive effect of the water by GLSL. The reflective and the
refractive effect of the water are mix environment texture with
water color. And we use bump mapping to increase the reality.
The technique is simple and yields good results. Figure 10 shows
the render effect. And Figure 11 increases the splash effect by the
particle system.

Figure 11 : Snapshots of the breaking wave
5. CONCLUSIONS
In this paper, we have presented a slice-based water simulation
method for ocean breaking wave on natural simulation. By
combining linear interpolation with noise function to construct a
complete three dimensional ocean simulation, one can reduce
computational time and achieve better efficiency. The proposed
algorithm can improve the computational time of the slice method.
And we also avoid the aliasing using linear interpolation with
noise function. The proposed method is more flexible to users,
because users can determine how many slices are used. Users can
generate simple ocean waves by a few slices, or complicated
ocean waves by more slices. No matter what users choose, the
ocean wave is still realism.
People can design the different ocean waves by the slice method,
but it would spend much time and resources. The proposed
method can speed up the computation time as fast as 9 times and
make the simulation efficiency. And this method still can reserve
the reality because it uses the noise function to increase the
variation of water.
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Animated thumbnail for still image
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Abstract

The conventional thumbnails do not provide a user-friendly way
to view and browse still images on portable devices with a small
display. The issue is that a still thumbnail is too small to
recognize image details such as human faces, document title and
photo quality.

To cope with this problem we propose an automatic algorithm for
creation of animated thumbnail from still photos and scanned
documents. The approach comprises image classification on photo
and scanned document, detection of attention zones, creation of
animation that simulates camera tracking-in, tracking-out,
panning between detected zones and whole scene.

Short looped movie demonstrates whole image, main objects of
the scene one by one as well as quality of the photo. User study
demonstrates effectiveness of proposed animated thumbnail in
comparison with conventional still thumbnail.

Keywords: animated thumbnail, creation video from still image,
vision model, attention zones, document segmentation

1. INTRODUCTION

The thumbnails are used widely to browse image collection. It is
essential part of the user interface for the various devices, PC and
Web-applications. In general, thumbnail represents down-sampled
copy of original image. However, often it is difficult to recognize
original image from observed thumbnail. The small details and
overall image quality are undistinguished especially when a size
of original image is big enough or has a complex layout (Fig. 1).
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Figure 1: Conventional thumbnails on various devices.

For example, the correlation between the image of a document
and its thumbnail is not obvious. To browse photo collection with
the small thumbnails is not so easy too. Often user is forced to
make zoom-in in order to recognize the people on it.
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In the paper we propose the approach for demonstration of still
image thumbnail as an animation comprising the frames with the
most important zones of the image. The resulting animation looks
attractive and provides a user-friendly way to view and browse
images especially on small displays widely used in the mobile
devices. The animated thumbnail may look like a slide-show
application for full-size photos. However a thumbnail animation
for document images has no well-known examples.

panning and

zooming in
>

Figure 2: Frames of animated thumbnail for photo.

2. RELATED WORK

There are several approaches to create “intellectual” thumbnail as
another still image. Way for creation of single still thumbnail by
means of auto cropping for photo retrieval is described in [1]. The
approach is based on the face detection and saliency map
building. The technique has several drawbacks: the overall initial
view is destroyed; it is not clear how thumbnail is created for
photos with several faces as well as for photos with several salient
regions; aspect ratio of images is altered.

Another automatic thumbnails creation process is discussed in [2].
The proposed approach does not modify the image composition
and rather better reflects the image quality of the originals. The
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Section 3: Image recognition

main purpose of this approach is to reflect noise level and
blurriness of photo on a generated thumbnail.

So called SmartNails for browsing of document images is
described in [3]. SmartNail consists of a selection of cropped and
scaled document segments that are recomposed in order to fit the
available display space while maintaining recognizability of
document image, readability of text and keeping the layout close
to the original document layout. Evidently, the recognizability of
SmartNail is high. Nevertheless the overall initial view is
destroyed as well as sometimes layout alteration is estimated by
observer ambiguously.

3. ANIMATED THUMBNAIL

3.1 General idea

In order to recognize image content as well as to estimate its
quality confidently it is necessary to see zoomed-in fragments of
the image. Sometimes several regions of the image should be
inspected. We propose to create smooth animated transitions
between attention zones of image. Obtained video frames are
cropped from initial still image and scaled to thumbnail or display
size. Further the frames are stored in appropriated animation file
format (animated GIF, Adobe flash) or played on-the-fly.

Duration of the movie should not be too long. Optimal duration is
less than 10 seconds. Therefore, the number of attention zones is
limited to 3-5. Animation can be looped. We named such small
size movie an animated thumbnail.

The algorithm for animated thumbnail generation has the
following three key stages:

. detection of attention zones;
. selection of zone for quality estimation;
. generation of video frames which are transitions

between the zones and whole image.

The attention zones are important for recognition of the image
and they differ depending on image content. At least two types of
still images can be selected: photos and document images. Title,
headers, embedded pictures and other emphasized text elements
are sufficient for identification of a document image. Human
faces are adequate for identification of photos for the most part.
For photos which do not contain faces the preattentive human
vision model can be used for detection of visual attention zones.

There are plenty of methods for detection of faces and other
visual attention zones as well as methods for document layout
analysis. Below we describe one possible way for important zones
detection without comparison with any alternatives. We
demonstrate advantages of animated thumbnail as a concept.

It should be clear, that to select approaches for important zones
detection one should take into account application scenario and
hardware platform for implementation. Fortunately panning over
image during animation allows to recognize image content even if
important zones were detected incorrectly. So we prefer more
simple techniques for attention zone selection rather than more
comprehensive ones.

For visual estimation of blurriness, noise and compression
artifacts observer should investigate fragment of image without
any scaling or with modest magnification. We propose several
simple rules for selection of appropriate fragment: the fragment
should contain at least one contrasting edge and at least one flat
region, histogram of the fragment should be wide enough but
without clipping on limits of dynamic range. Proposed algorithm
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uses these rules for automatic zone selection in the central part of
an image or in the attention zones.

Fig. 2 demonstrates example of animated thumbnail for still
photo. Two faces are detected on the first stage. Hands of kids are
selected as a zone for quality estimation. Movie consists of four
transitions between whole image and these three zones. The first
sequence of the frames looks like a camera tracking-in to a face;
after that frame is frozen on a moment for better observer’s focus
on zoomed face. The second sequence of the frames looks like a
camera panning between faces. The third sequence of the frames
looks like a camera panning and zooming-in between face and
hands; after that the frame with the hands is frozen on a moment
for visual quality estimation. Final sequence of frames looks like
a camera tracking-out to whole scene and freeze frame takes place
again.

3.2 Image classification

Every image type has its own approach to detect areas of
attention. That is why the first processing step is image
classification into two types: photo or document. The
classification is performed by analyzing of average energy En of
normalized co-occurrence matrices of rgb channels of
downsampled image:

Ce(i, )=C (i, j)+Lif r(x,y)=iand r(x+dx,y +dy) = ],

VX, y
Cq (i, j)=Cq (i, J)+1if g(x,y) =iand g(x+dx,y+dy) = ,
VX, y
Cp(i, J)=Cp(i, J)+1if b(x,y)=iand b(x+dx, y +dy) = j,
X,y
A 4 ) N 1 - CY
NeG.1 SXCG D) o) > CqoliJ)’
i i
i Cp(ij) .
Np(h ) ==
b (. J) S5 Colh D
i

En:%ZZ(NrZ(i, D+Ng?(i, )+ N2, ));
1]

where x, y — coordinates of pixels of image, dx, dy -
displacements.

Table 1 demonstrates energy En for various images. Average
energy of normalized co-occurrence matrices En differs for
photos and document images on several orders. For photos En is
less than 0.01, whereas for typical document images En is greater
than 0.1.

Given approach works well for both contone and halftoned photos
as well as for color and grayscale photos. Application of three co-
occurrence matrices for all rgb channels allows to detect
document images with a color background unlike the application
of one co-occurrence matrix of gray channel.

Naturally, documents which contain huge built-in photo or several
photographic illustrations are classified as a photo. The reason of
such misclassification is that the relative area of the text is small.
On the other hand black and white graphic arts and business
graphics are classified as an image document. Despite the
misclassification detected attention zones looks pretty good in
general.

GraphiCon'2010
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TABLE 1 NORMALIZED CO-OCCURRENCE MATRICES OF RGB CHANNELS
FOR PHOTOS AND SCANNED DOCUMENT IMAGES

Photos En Document Images En
0.0009 e 0.3
0.0001 0.1

L

0.0005

o A 0.2

3.3 Attention zones detection for photo

Information about humans on photo is important to recognize the
scene. Thus, it is reasonable to apply the face detection algorithm
to detect attention zones in the photo. There are many methods for
face detection. For example, well-known OpenCV software
library contains implementation of face detection for front and
profile faces. The implementation is based on Viola-Jones face
detector [4]. In general the methods which are based on state-of-
the-art Viola-Jones face detector provide good results. However
they can’t detect rotated faces confidently and find out a lot of
false positives. The number of false positives can be decreased
with additional skin tone segmentation and processing of
downsampled image [6]. In recent years, methods for multi-view
face detection were proposed, for example, such an approach is
described in [5]. Fig. 3 illustrates detected faces as attention
zones.

Very often face may characterize the photo very well but a lot of
photos do not contain face or faces may be non-informative as
they relate to random person. Thus an additional mechanism has
to be used to detect zones of attention. We propose an algorithm
to detect the zones of attention based on human visual model of
attention. Until now, universal model of human vision does not
exist, but pre-attentive vision model based on feature integration
theory is well-known [7], [8].

Figure 3: Example of detected zones for photo with people.
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In the strict sense a model of human preattentive vision does not
quite fit in this case, since the observer is on attentive stage while
viewing thumbnail. However existing approaches for the
detection of regions of interest are based on saliency map and
they often provide reasonable outcomes, whereas the use of
attentive vision model requires too much prior information about
the scene and it is not generally applicable.

- Ty

| Gabor Pyramids | | Gauss Pyramids
Feature Maps

Conspicuity Maps
Saliency Map

Figure 4: The schema of saliency map building.

We build the saliency map and detect attention zones as described
below. The schema of saliency map generation is shown on Fig.
4. Let us define the intensity map | as:

I=(r+g+b)/3

Then four color channels R, G, B, Y are created fromr, g, b in the
following way:

r'_
Ror-970 g g ftb g p rrgy _rro rog
2 2 2 2 2
For I, R, G, Y 8-level Gaussian pyramids are constructed using
Gauss separable filter.
From intensity map 8-level Gabor pyramids for different
orientations @ <{0,45,90,135} are created to obtain local

orientation information. We compute 42 feature maps using
center-surround difference:

I(c,s) = 1(c)-1(s)|
RG(c,s) = (R(c) -G(c)) - (G(s) - R(s)) |
BY (c,s) = (B(c) - Y (c)) - (Y(s) - B(s))|
0(c,s,6) 5 0(c,0) - O(s,6) |

where € €4234} gng 5=+, 5 {23}

All feature maps are normalized using local maximum technique
and combined into conspicuity maps using across-scale addition:

c+4

T:i > N(I(c,s))

c=2s=Cc+3 ,

C= ZAZ i[N(RG(c,s)) +N(BY(c,9))]

0- Y N SNOEso)

60{0,45,90,135}  c=2s=C+3
il

where N() is a normalization operator.
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Section 3: Image recognition

Normalization operator consists of two parts. In the first part
Gaussian filter is applied to the image in order to decrease noise.
In the second part average local maximum is computed and the
whole image is multiplied by the difference of the maximum
value on the image and local maximum value. This operation
helps to prevent strong but the individual peaks and also helps not
to take into account such things as the very bright background.

Conspicuity maps 1 for intensity, c for color, 0 for orientation
are summed with specific weights into final image which is called
saliency map S:
_wl-N(1)+wC-N(C) +wO-N(O)

wl +wC +wO

S

The main problem is to find weights wl, wC, wO since due to
normalization, different conspicuity maps have different
contribution to final result. To solve this problem we applied
training by expert procedure. For each photo in the training set the
attention zones were marked by several experts. In order to
determine the best weights we found maximum of the following
function using simplex algorithm:
>-S(p) - max.
peROI

where ROI are marked zones on the image.

Mathematical expectations of weights were calculated after
finding values for all images in the training set. The most salient
regions correspond to attention zone. Fig. 5 demonstrates two
detected zones as well as corresponding conspicuity and saliency
maps.

d e

Figure 5: Detected attention zones on initial photo (a) and
corresponding saliency map (b), intensity map (c), color map (d),
orientation map (e).
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For time optimization we work with down-sampled versions of
original photos during all steps of the algorithm. Generation of
saliency map works less than 0.2 second on PC with quad-core
CPU 2.4 GHz for color image with size 500x500 pixels.
Processing time can be decreased considerably with the fast
approach for saliency map generation via quaternion transform [9]
and parallel calculation on GPU [10].

3.4 Attention zones detection for document
images

Most of the thumbnail images of documents look the same. It is
difficult to distinguish from one another . To recognize the
document it is important to see title, headers and embedded
pictures. There are a lot of document layout analysis methods
which allow to perform the segmentation and detection of
different important regions of the document [11], [12]. However
existing techniques are computationally expensive.

We propose simple and fast algorithm to detect a block of text
from the very large size that relates to title and headers. Our
algorithm for detection of such zones of attention includes the
following steps. First of all, initial rgb image is converted to
grayscale I. Next step is to downsample the original document
image to a size that provides recognizability of text with the size
16-18 pt or more. For example, scanned document image with a
resolution 300 dpi should be downsampled 5 times. The resulting
image of A4 document has size 700x500 pixels. Handling of
grayscale downsampled copy of initial image allows to decrease
processing time significantly.

Downsized text regions look like a texture. The areas contain bulk
of edges. So, to reveal text regions edge detection technique can
be applied. For this purpose we use Laplacian-of-Gaussian (LoG)
filtering and zero-crossing. LoG filtering is a convolution of
downsampled image | with kernel kg:

(x? +y? —2%0) kg (x,)
K="z iz :

2n0” X 2 Kkg(xy)
x=—N/2y=-N/2

2,2 2
kg (x, y):e—(x +y°)/ 20 '

where N is size of convolution kernel, ¢ - standard deviation,
(x,y) — coordinates of Cartesian system with origin at the center of
the kernel.
Zero-crossing approach with fixed threshold T is preferable for
edge segmentation. The edges are labeled on the binary image BW
using following rules:
BW(x, y) = 1if (|le(x, y)- le(x, y+1)| >=T
and le(x, y)<O and le(x, y+1)>0)
or (Jle(x, y)- le(x,y-1)|>=T
and le(x, y)<O and le(x, y-1)>0)
or (Jle(x,y)-le(x-1,y)|>=T
and le(x, y)<O and le(x-1, y-1)>0)
or (|le(x,y)-le(x+1,y)|>=T
and le(x, y)<O and le(x+1, y-1)>0);
otherwise BW(x, y) = 0,
where le is outcome of LoG filtering, (x,y) are coordinates of
pixel.
For segmentation of text regions we look for the pixels which
have a lot of edge pixels in vicinity according to the equation:
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x+dz>§/2 y+dZY/2 i i)
u BW(i, j)>Tt
LOGY) =97} a2 j=y-dy/2

X,y 0

where BW — image with detected edges, L — image of segmented
text regions, dx, dy — sizes of block, Tt is a threshold.
In addition, regions corresponding to vector graphics such as plots
and diagrams are segmented too. Next step is Further for L
labeling of connected regions in L and calculation of its bounding
boxes. Regions with a small height or width are eliminated.
The calculation of the average size of character for each region of
the text and selection multiple zones with a maximal average size
of the character are performed on the next step. Let us consider
how to calculate the average size of the character of the text
region that corresponds some connected region in the image L.
The text region can be designated as:

Z(x,y) = 1(x,y)xL(x,y),

VX, yeQ
where Q is some connected region in image L.
The image Z is binarized by threshold. We use well-known Otsu
algorithm to calculate threshold Tz for histogram calculation the
pixels which belongs to Q are considered only. We apply
optimized version of the algorithm as described in [13]. Thus
connected regions on the binary image Zb are labeled. The size of
bounding box is calculated for all connected regions in Zb. The
average size of character is calculated as the average of the sizes
for the Q zone from L. If the number of connected regions in Zb is
too small then the text region is eliminated.
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Figure 6: Detection of text regions: (a) downsized scanned
document, (b) detected text regions (in green).
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Fig. 6 illustrates our approach for detection of text regions.
Detected text regions L are marked in green color in fig. 6b.
Image Z consists from all the connected regions. The average size
of the character is calculated for the dark connected areas inside
the green region. This is the right way to detect title of paper for
image in fig. 6a.
At the final stage of our approach photographic illustrations are
identified because they are important for the document
recognition as well. The image | is divided into non-overlapped
blocks with a size NxM for the detection of embedded photos. For
each block Ei energy of the normalized co-occurrence matrix is
calculated:
Ci(i,)=Ci(i, )+1if I(x,y)=iand I (x+dx,y+dy) = j,
Vx,y

Cii)  Ei=Y YN, ),
TXCG ) i
]

Ny (D)=

where X, y are coordinates of pixels of a block, dx, dy are
displacements.

If Ei < 0.01 then all pixels of the block are marked as related to
photo. Further all adjacent marked pixels are combined to
connected regions. Regions with the small area are eliminated.
Regions with too large area are eliminated too because they also
belong to the complex background of a document as a rule. The
bounding box of region with the largest area defines zone of the
embedded photo. Fig. 7 shows results of detection of the blocks
related to photographic illustration.

Automatic correction of exposure proklems in
photo printer
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Figure 7: Detection of photographic illustration inside document
image.

3.5 Animation creation

First of all the sequence order of zones is selected for animation
creation. Always first frame represents a whole downsampled
image that is conventional thumbnail. The subsequent zones are
selected to provide the shortest path across the image. The
animation can be looped. In this case final frame is a whole image
too. The animation simulates the following camera effects:
tracking in, tracking out and panning between attention zones,
slow panning across large attention zone and pauses on the zones.
Tracking in, tracking out and panning effects between two zones
are created by constructing a sequence from N frames. Each
frame of the sequence is prepared with the following steps:

e calculate coordinates of bounding box for cropping zone

using line equation in parametric form:
X(t) = x1 + tx(x2 — x1),
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y(t) =yl +tx(y2 - yl),
where (x1, yl) are coordinates of start zone, (x2, y2) are
coordinates of end zone, t is increased from 0 to 1 with step
dt=1/(N-1);
e crop image using coordinates of calculated bounding box
with preserving of aspect ratio;
e  resize cropped image to size of destination thumbnail.

Fig. 8 demonstrates example of the animated thumbnail for the
image of scanned document. The title and embedded photo are
detected on the first stage. The fragment of image with a title is
appropriate for quality estimation. Animation consists of 4
transitions between entire image and these two zones as well as
viewing a relatively large zone of title. The first sequence of
frames look like a camera tracking-in to the left side of title zone.

The second sequence of frames look like a slow camera panning
across zone of title; after that the frame is frozen on a moment for
visual quality estimation. The third sequence of frames look like
camera panning from the right side of title zone to embedded
photo; after that frame is frozen on a moment. The final sequence
of frames look like a camera tracking-out to entire page; after that
frame with entire page is frozen on a moment. The sequence of
the frames allows to identify the image content confidently.
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Figure 8: Frames of animated thumbnail for document image.

4. RESULTS AND DISCUSSION

We conducted user study to estimate effectiveness of animated
thumbnail in comparison with conventional thumbnail. The study
was focused on recognition of image content and its quality. The
survey was held among ten persons. Surely ten people is not
enough for deep and confident investigation. However it is
enough to demonstrate advantages of animated thumbnail.
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Survey participants were asked to complete three tasks on one
laptop PC with WinXP independently of one another but in the
similar conditions. Conventional thumbnails were viewed in the
standard Windows Explore application. Animated thumbnails
were created as animated GIF files. Each participant has one
minute to solve the tasks.

First task was selection of two photos with the particular
person known to the respondent. Total number of viewed
thumbnail was eight. The photos used for thumbnail generation
were never seen before by respondents. Fig. 9 shows conventional
thumbnails. The majority of faces are too small for confident
recognition. Nevertheless percentage of right answers was not so
bad; 62% respondents selected photos with the person. It is
probably explained by very high recognition and cognitive
abilities of the people. Such characteristics as hair color, head
form, build of body, height, typical pose and expression allow to
identify known person even if size of photo is extremely small.
However the recognition results for animation thumbnails are
much better; 95% of respondents selected right photos. Fig. 10
shows animated thumbnails frames which contain enlarged faces.
In most cases the enlarged face allows to identify person. Even if
a face is not detected as attention zone, walk through zoomed in
image fragments allows to see the face in detail often. Perhaps
5% of errors are explained by carelessness because faces were
frozen on a moment only and time for task completion was
limited.

Figure 9: Conventional thumbnails in the survey for selection of
photos with the certain person.

Figure 10: Frames of animated thumbnails in the survey for
selection of photos with the certain person.
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Second task was selection of two blurred photos from eight.
Fig. 11 shows conventional thumbnails of the survey. It is almost
impossible to detect blurred photos by means of thumbnail
viewing. Only 35% gave the right answers. It is a little bit better
than random guessing. Two responders had better results than
another because they had a big experience in photography and
understood shooting conditions which can cause a blurred photo.
Animated thumbnails demonstrate zoomed in fragments of photo.
It is allow to select low-quality photos. In our survey 89% of
respondents detected right photos by viewing of animated
thumbnail frames.

Fig. 12 shows enlarged fragments of sharp photos in top row and
blurred photos in bottom row; difference is obvious and blurriness
is detectable. 11% of errors are explained by subjective
interpretation of blurriness concept probably. Indeed sharpness
and blurriness are not formalized strictly and depends from
viewing conditions.

Third task was selection two scanned images which represent the
document related to “Descreening images” topic. Total number of
documents was nine. The conventional thumbnails of the scanned
images are shown on fig. 13. Percentage of right answers for
conventional thumbnail is 22. It corresponds to random guessing.
In general it is impossible to solve the task properly using
conventional thumbnails of small size. Contrary animated
thumbnails provide high enough level of right answers. 85% of
respondents selected pages related to “Descreening” topic due to
zooming and panning through title of the papers as it is shown on
the fig. 14.

Summary percentage of right answers for the 3 tasks is shown on
fig. 15. Animated thumbnail provides capability to recognize
image content and to estimate quality confidently and
outperforms conventional thumbnail considerably.

Figure 11: Conventional thumbnails in the survey for selection of
blurred photos.
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Figure 12: Frames of animated thumbnails in the survey for
selection of blurred photos: top row for sharp photos, bottom row
for blurred photos.

Figure 13: Conventional thumbnails in the survey for selection of
documents related to particular topic.
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Figure 15: Summary results of the user study.

5. CONCLUSION

Animation thumbnail is applicable in devices with small display
for user-friendly viewing of still image thumbnails. First of all it
is valuable for mobile phones, Digital Still Cameras, Digital
Photo Albums, Digital Photo Frames, Photo Printers and MFP. In
addition it is impressive way for navigation through image
collections in software and web-applications.

The general idea of animated thumbnail can be extended on
thumbnails for separate frames of video and documents such as
PDF, MS Word etc.
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Abstract

The paper briefly describes a mathematical model of fingerprint
based on ridge count vectors. They are computed from topological
descriptors of minutiae point neighborhood and stored in the
template with the list of minutiae. Templates are used to identify
the fingerprint. The approach allows designing ridge count value
as the fractional number.

Keywords: Fingerprint, topology, minutiae, ridge count,
fractional number.

1. INTRODUCTION

In computerized systems (CS) verification and identification of
fingerprint images (FI) usually realizes with templates. Template
is a set of compact formal structures, for example, minutiae, such
as bifurcation and ending. They are usually detected using
skeleton lines [1-3], shown in figure 1, as a formal presentation of
Fl.

Bifurcation Ending

Figure 1. Skeleton and minutia of fingerprint image

Identification procedure regards the template as mathematical
model of FI, which should be based on necessary and sufficient
number of minutiae [2,3]. There are known different
mathematical models that are used in CS to prove image
individuality [1, 3,5-8]. Each of those models focuses on
identification accuracy enhancement; however, there is no any
other better model free off defects [1, 3].

Russia, St.Petersburg, September 20-24, 2010

2. RIDGE COUNT

In dactyloscopy when compare the patterns they usually bear on
minutiae and ridge count between them [3,5]. Such method
reflects not only realization of different designation CS but also
standards requiring its implementation [9]. However, ridge count,
which in Criminalistics measuring along the straight line between
two minutiae as discrete random quantity X with integral values,
is characterized with instability. The reason of that is stochastic
nature of biometric parameter [3], conflicting to existing
conception of ridge count measuring. It is evidently, if not to deny
heavy noisiness of FI. However, there are many other factors,
which are visualized in different operating conditions and not
accounted just the noise.

During fingerprint latent formation, minutiae can mutate. At
mutation, an ending is closing into the bifurcation, but bifurcation
is tearing into ending. This is frequently met first type mutation.
[1]. Minutiae type — bifurcation and ending — not always help to
consider it even at trivial alteration of a pattern. For example, in
figure 2 ridge count value 3 transforms into value 2 at closing of
v ending into bifurcation (number of transitions from line to line
is summarized). At such type of mutation of ending u ridge count
becomes appreciably different.

Figure 2. First type of mutation and change of ridge count
between endings

Moreover, it is observed dependence of ridge count value x from
lines curvature [7,8]. At FI deformation lines curvature is
changing. In figure 3 the value x measured along the doted line is
sensitive to deformation, which results in pattern lines
straightening.

Figure 3. Instability of ridge count value in the area of
significant curvature of lines

The other effects of latent print formation are also influence, they
deform pattern saving good quality of FI. These are both minutiae
displacement along lines, and dead zones appearing near minutiae,
if measuring realized close to them, and indeterminacy of
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minutiae multitude choice, up to which ridge count is measured,
and ridge count ambiguity at its changing along the lines [3, 7, 8].
Thus, stochastic nature of biometric parameter should be
considered in FI identification procedure, for example, by means
of tolerance extension for discrete random quantity X deviation.
As result, it is increase of identification errors.

3. NEW RIDGE COUNT MODEL

Ridge count rely on minutiae, multitude of which is in terms of
L = {M; ={0xi, i) @i tiHlieLan}, )

where M; —minutiae with i index number; (x;,v;), «;. t —
coordinates, direction and type of minutiae; n :|Lm| — cardinal

number. Minutiae are detected in informative area of an image,
which is darkened in figure 1.
Coordinates (x;,y;) are determined as coordinates of skeleton

node [2]. Direction «; is the angle determined with a chain of

skeleton nodes for ending and a tree of chains for bifurcation. It
points to the area of lines number increasing (look figure 2). Type
t; €{0,1} is determined with skeleton nodes valence like the

nodes of graph [4].
3.1 Topological vectors

Minutiae topological vectors L, model is based on multitude L,
(1) in terms of

LV

WVi=l;npflielnjed=1mf, (2

where V; —minutiae topological vector; n — cardinal number,
n :|LV|:|Lm|; i —index as number of topological vector; j —
link number; ej —event, formed with minutiae with number n
m - links number at section depth, equal to g lines, as follows

i

= ©)

4g+1, if t; e{l}—ending,
4g+3, if t; {0} bifurcation.

Let us dwell on the procedure of topological vectors synthesis.

In the informative area of FI lines are marked out, skeleton is
formed and two types of minutiae are detected: endings and
bifurcations (look figure 1). Direction of minutiae M; points to

the area of lines number increase. It is parallel to tangent of
papillary line image. Each minutia is numbered. Also for each
minutia, we draw projections to the right and to the left
transversely to the direction vector of the minutiae onto adjacent
lines of skeleton and fix the projections. In figure 4 the projections
are shown with dotted lines and two corresponding nodes of
skeleton on the lines 1 and 2 are painted over.

Consider the node p of a skeleton, which conform to

minutiaM; , and draw the section across its coordinates (x;,y;)
to the right and to the left at a distance of g lines transversely to

the tangent to lines being crossed and enumerate on gyrate the
dissected lines (hereinafter ‘links’), which turn clockwise. The
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section passes and traces the lines curvature [6]. The section g
depth is varying from one to eight lines to the right and the same
to the left. One line in a section forms two links, total number of
which is calculated according to (3).

1 A
A »
2 v v
2

Figure 4. Projections for ending and bifurcation

Topological vector V; is determined by the section. Then we

follow the move of every link by turns on each link, not leaving it
beginning from the section until finding another minutia, located
on the link, or a minutiae projection, located on an adjacent line to
the right or to the left of the link. Possible events are shown in
figure 5 and indicated with number in binary code.

ool S A

1101 1001 1110 1010 0101 0001 0110

tY o4 a1 0]

0010 0011 0111 1011 1111 1100  0O0OO
Figure 5. Events

The number of minutia, initiated the event is associated with the
event as the number (14 in sum) detected on the link. The event is
tied to the link number. For 0000 and 1100 events minutiae
numbers are absent: the line either breaks in the uninformative
area or closes and there are no either minutia no projection on the
line. Event and minutia number form ordered pair (ej,n;),

corresponding to j -link.
Definition 1. Topological vector V; is the numbered set of links

with ordered pairs (ej,n;) .

Bits of codes for the event determines minutiae type, its direction
and location, against the link direction and others (look figure 5).
Topological vector is built for each minutia.

Hereon the topological vector formation is finished.

In figure 6 in section for ending 19 the links are enumerated as 0—
16, and corresponding topological vector is shown in the table 1.
Such section for bifurcation 19 is shown in figure 7, and
topological vector, formed with links 0-16, is shown in the table 2.
The sections are shown with doted lines. They cut lines into links,
enumerated on gyrate clockwise. These figures show well-known
mutation of ending 19 into bifurcation 19.

Comparative analyses of topological vectors with Sparrow method
[7] show a series of advantages. Firstly, the section is built along
the curve, following the direction of lines curvature, not along the
straight line. Secondly, during event determination minutia
projection is taken into account, which in case of mutation avoids
the loss of information in the form of event omission during link
tracing. Thirdly, links are enumerated on gyrate without links
omission, which allows increasing the section size keeping the
contents of shorten and lengthen vectors common part. This
increases stability and informativity of mathematical model.
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Figure 7. Section for bifurcation

Table 1. Topological vector of ending

Link number | Event | Index
0 1110 22
1 0001 21
2 1110 23
3 1001 24
4 1111 22
5 0011 21
6 1111 23
7 1010 24
8 0010 25
9 0010 21
10 1010 20
11 1010 26
12 0011 25
13 - -
14 1001 20
15 1111 27
16 0001 25
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Table 2. Topological vector of bifurcation

Link number | Event | Index
0 1001 24
1 1111 22
2 1110 22
3 0001 21
4 1110 23
5 1010 24
6 0010 25
7 0011 21
8 1111 23
9 1010 26
10 0011 25
11 0010 21
12 1010 20
13 1111 27
14 0001 25
15 - -
16 1001 20

3.2 Ridge count vectors

Disadvantages of the classical ridge count are compensated in the
model of ridge count based on FI topological vectors. Ridge count
model L, based on model L, using (2) in the following form

L ={R ={(r.n)}lielnkel.t} 4)

where R; —minutiae ridge count vector is the ordered set of
ordered pairs (r,,n,) with k index; n —cardinal number and
n=|L|=|L,
link number; t — quantity of links, equal to quantity of minutiae
in R; vector; r, — ridge count value, and n, — minutiae number,

; I —index as a number of ridge count vector; k —

using (1) on Kk -link.
Let us dwell on the procedure of ridge count vectors building.
On the basis of L, using (2) auxiliary topological vectors are

calculated in terms of

L, ={V/=1(e;.n;.r)) fliel.n jed =1.m}, (5)
where r; — ridge count value at j -link and
ri=c;+f(j.e); 6)

¢; - transition count from line to line up to j -link in the section
for topological vector V; using (2); function f determines the
correction value depending on j link and e; eventvalue.

Let s; —state of the j -link, s; =¢(e;), s; €{01}. Here s; =0

if the direction vector of minutiae directed along the link course;
s;=1 if the direction vector of minutiae directed contrariwise to

the link course. Function ¢ is realized in terms of

o(v;)={,0,0,0,_,111_,0,01_,111},
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where {_} — skip code. We can see that ¢(1) =0 or ¢(5)=1. So
k -minutiae in vector V; linked with s;=¢(e;) can be
associated with state of the k -minutiae s, .

Let the next in order k -minutiae in vector V;' is met for N times
and its number is h=n;. Then it is possible to calculate an
average value of ridge as follows

h=— > r; @)

corresponding to the minutia M, in vectorV;" . The quantity t

of such average values equal to the quantity of minutiae in
vectorV;' . Ridge count vector is calculated as follows

R ={(sx.f,n)} ieln, kelt,

where for every k -minutiae there is ordered triplet (S, ,Nn),
where n, — minutiae number, for which it is calculated the
following 1, ; s, - state of the k -minutiae; n, = n;. Quantity of
t links using (4) not exceeds the quantity of m links using (3).
Definition 2. Ridge count vector R; is the numbered set of links
with ordered triplets (s,,r,,n,).

Links can be ordered by an angle in polar coordinate system,
oriented along the direction of minutiae A; , for which auxiliary

vector V' is determined. In this case, an order of minutiae

enumeration is similar to [5], but quantity of them is substantially
less.

3.3 Calculation of correction function

Auxiliary topological vector from (5) allows determination of the
value r; of ridge count. Let us determine the set
L ={1110,1010,0110,0010} of «left» projections and set
R ={1101,1001,0101,0001} of «right» projections in the form of
enumeration of events. Let us assign a set O, of links of basic
line for the end O, ={0} and bifurcationO, ={0,1,2}, where
te{0,1} - minutiae type from (1, 3). Let us make four sets of
links Q,,Q,,Q; n Q, for the quadrants in the coordinate system,
oriented along the direction of minutiae M; . This is curvilinear

coordinates; ordinate axis of which is curving along the section of
topological vector, and an abscissa — along the basic line. These
sets of links are shown in the table 3 for the ending in figure 6 and
bifurcation in figure 7.

Table 3. Links in quadrants

Ending Bifurcation
Q, ={4.8,12,16} | Q, ={6,10,14}
Q, ={3,7,11,15} | Q, =4{5,9,13}

Q, ={2.6,10,14}
Q, ={1,5,9,13}

Q, ={4,8,12,16}
Q, ={3.7,11,15}
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Relying on the following sets L, R, Q,, Q;, Q,, Q; u Q, , function
of ridge count value correction can be written down in terms of

f(j.e;)=0,5sign(j,e;), (8)
where
+1, if ejeL/\jte,
-1, if ejeR/\jte,
-1, if ejeL/\jeQz,
+1, if ejeR/\jeQz,
sign(j,ej)=4+1 if e;elAjeQy, 9)
-1 if e;eRAjeQy,
-1, if ejeL/\jeQ4,
+1, if ejeR/\jeQ4,
+1, if jeQ,.

Correction function from (8) for every projection on link adds or
subtracts a half of transition count from one line to another line in
a section for auxiliary topological vector using (5). Correction
sign from (9) is determined with projection direction. If an event

e; corresponds to projection, which approaches the minutiae

M, to the basic line with links from O, then correction sign is

negative, otherwise — positive. Intuitively it seems to be
understood. However, the result of calculation using (7) is equal
to fractional values. Actually, correction function and average
values calculation help to convert ridge count values into
fractional numbers. Under mutation, ridge count modification can
remain the same as in classic approach, or become less. This
positive affect is shown in the table 4 and table 5, where are
shown the results of ridge count calculation for ending 19 in
figure 6 and bifurcation 19 in figure 7. Minutiae in tables are
ordered by angle in polar coordinate system, which corresponds to
Shmakov’s approach [5]. We can see from tables that for minutiae
of the same name changing of ridge count Ar in case of mutation

of first kind not exceed a unity. Values Ar calculation is shown

in the table 6.

If minutiae located on links are subject to mutations, then ridge
count change, less than a unity. It is being met more often. For
example, if bifurcation 21 in figure 6 will tear to ending between
5-th and 9-th links, and in figure 7 will remain, then Ar=05<1;

for classic ridge count Ar=1.

Table 4. Ending ridge count vector

Number of link | State | Ridge count | Index
0 1 0,75 22
1 0 3 25
2 1 4 27
3 0 2,5 26
4 0 15 24
5 1 1,75 23
6 0 3,5 20
7 0 2 21

Table 5. Bifurcation ridge count vector
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Number of link | State | Ridge count | Index
0 1 0,(3) 22
1 0 2 25
2 1 3 27
3 0 15 26
4 0 0,5 24
5 1 1,75 23
6 0 3,5 20
7 0 2 21

Table 6. Ridge count change in vector

Ridge count change | Index
0,41(6) 22
1 25
1 27
1 26
1 24
0 23
0 20
0 21

Let us indicate advantages of ridge count vector. Firstly, at
minutiae mutation, on both basic line and links, fractional ridge
count allows reducing the changes of its values. Secondly, ridge
count values do not depend on lines curvature, as if the procedure
of ridge counts measuring along the straight line to be excluded.
Thirdly, ridge count values are measured along the lines the same
stably as across them. Fourthly, minutiae set, which are the part of
ridge count vector, is unambiguously determined and limited with
topological structure of pattern, but not conditional radius-vectors
and the same mechanisms. Fifthly, state of minutiae is steady to
line curvature in the area of loops, deltas and wholes. Sixthly,
ridge count vector is steady to image deformation, which distorts
the line curvature, as since it inherit positive features of
topological vector. This increases the stability and informativity of
ridge count vectors.

More over, ridge count vector is invariant to scale and rotating of
FI the same as classical ridge count.

4. CONCLUSION

In the current work, the mathematical model of FI based on ridge
count vectors and topological vectors is suggested. In spite of
different missions in construction of either of the two models, it is
indicated the total feature of them: the models use topological
description of FI. As a result, such models describe image more
completely as compared with models, suggested earlier
[3, 5, 7, 8]. For the first time ridge count value means fractional
number.

Requital for mentioned advantages is heightened complexity of
models calculation. However, the models contain mechanisms that
compensate influence of minutiae mutation, image deformation
and lines curvature. This increases the stability of FI template.
Further direction of research work is seen in synthesis of
mathematic models, oriented on FI presentation in the form of
lines ridge count vectors, but not minutiae, with fractional ridge

Russia, St.Petersburg, September 20-24, 2010

count. Such researches will help in realization of FI indexation
mechanisms, which multiply accelerate procedures of fingerprint
images identification.
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Abstract

We introduce a novel automated technique for segmentation of
anatomical structures in the images of Nissl-stained histological
slices of mouse brain. Segmentation method includes atlas-based
supervised learning. An experimental mouse brain slice is prelimi-
narily associated with the corresponding slice from the mouse brain
atlas. Then a preprocessing procedure is performed in order to en-
hance the quality of the experimental image and make it as close to
the corresponding atlas image as possible. An effective method of
luminance equalization, which is an extension to Retinex algorithm,
is proposed.

A supervised learning is performed on the atlas image associated
with the experimental slice. A Random Forest is trained on a data
derived from the atlas image along with its annotated map, and ex-
perimental image pixels are then classified into anatomical struc-
tures. The result is refined by Markov random field.

Preprocessing and segmentation procedures have been tested and
evaluated on real experimental Nissl-stained slices.

Keywords: automated segmentation, luminance equalization,
Retinex, random forest, Markov random field.

1. INTRODUCTION

Segmentation of mouse brain images into anatomical structures is
a very important problem. It is an essential step of any analysis
procedure performed on these images. Manual segmentation turns
out to be rather tedious and time-consuming process which requires
expert knowledge. Therefore, automated segmentation of mouse
brain images is a challenging task.

Fortunately, several publicly available mouse brain atlases exist
which can effectively aid the automated segmentation procedure.

Allen Brain Atlas [1] consists of 132 coronal sections evenly spaced
at 100 pum intervals and annotated to a detail of numerous brain
structures. The images were obtained using Nissl-staining pro-
tocol [1] and were manually enhanced using contrast adjustment,
etc. Both histological images and corresponding colored annotated
maps are presented in the Allen Brain Atlas.

In the present work, we deal with real experimental Nissl-stained
slices of mouse brain provided by P. K. Anokhin Institute of Normal
Physiology.

Each slice is considered separately. Assuming that for a given ex-
perimental slice we know which slice in the atlas it corresponds to,
we can use atlas anatomical annotation as a reference. If we put
an atlas annotated map directly over the experimental image, it will
give a very rough approximation of anatomical structures of the ex-
perimental slice because individual local differences in each brain

*This work has been supported by Russian Foundation for Basic Re-
search, project No. 09-04-12215. The authors thank Konstantin Anokhin,
Alexander Velizhev and Anton Osokin for a useful discussion.
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structure’s shape and size are not taken into account. Therefore, an
annotated map from the atlas should not be used directly for auto-
mated segmentation. But, along with this annotated map, a corre-
sponding histological image from the atlas can serve as a labeled
training set for supervised learning algorithms for classification of
image pixels into anatomical structures. In this work, 17 basic brain
structures are considered, such as cerebral cortex, hippocampal for-
mation, thalamus, etc. A Random Forest [2] was chosen as a clas-
sification algorithm because it is a fast and highly accurate method
which can deal with a very large number of features.

Classification of individual pixels can produce some clutter, espe-
cially along the boundaries of anatomical structures. In order to
overcome this problem, probabilistic outputs from the random for-
est are incorporated into Markov random field for further refine-
ment of automated segmentation result.

In order to make the classification algorithm work properly, an ex-
perimental image should be preprocessed so that it looks as close to
the corresponding atlas image as possible. Preprocessing is always
necessary for real experimental images due to non-uniform light-
ing, low contrast, and other artifacts introduced by the slice image
acquisition procedure.

The rest of the paper is organized as follows. An overview of exist-
ing mouse brain segmentation methods is given in section 2. Auto-
mated preprocessing procedure for experimental images, including
luminance equalization, is described in section 3. Automated atlas
based segmentation algorithm is described in section 4. Experimen-
tal results are presented in section 5. Discussion and conclusion are
in section 6.

2. PREVIOUS WORK

Several works devoted to automated mouse brain segmentation ex-
ist.

The paper [3] describes a registration scheme to automatically an-
notate hierarchical brain structures in Nissl-stained mouse brain im-
ages using Allen Brain Atlas as a reference. A non-rigid deforma-
tion field which best maps the atlas onto the subject image is ob-
tained and it can be used to warp the atlas annotation image thus
automatically creating annotations for the subject. Although in our
case we know which slice from the atlas an experimental slice cor-
responds to, differences in shape and size of anatomical structures
can be too big for nonlinear warping methods. So, this class of
methods can hardly be used for our problem.

A method for segmentation of anatomical structures in histological
data is presented in [4]. Segmentation is carried out slice-by-slice
by minimizing a cost functional that enforces a compatibility of
partitions with corresponding models of region of interest and back-
ground (based on intensities and spatial locations) together with the
alignment of boundaries with image gradients. This method was de-
signed for segmentation of only one anatomical structure at a time;
it does not take into account spatial relations between structures.
Therefore it is only suitable for segmentation of anatomical struc-
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tures with clear boundaries.

In [5], the classification of voxels in the mouse brain into structures
is accomplished by combining magnetic resonance intensity fea-
tures with spatial priors into a discriminant Bayes classifier. These
spatial priors integrate information about the location of structures
in the brain as well as the contextual relationship between struc-
tures. This contextual information is modeled using the concept of
Markov random field (MRF).

The authors of [6] proposed a segmentation method of mouse brain
magnetic resonance microscopy (MRM) images that guides the
Markov random field clustering with edge information of the MRM
images combined with information on the intensity distribution of
the various brain structures taken from the atlas.

In [7], authors developed an extended MRF method for automated
segmentation of 3D MRM mouse brain images. The eMRF em-
ploys the posterior probability distribution obtained from a sup-
port vector machine (SVM) to generate a classification based on
the MR intensity. To maximize the classification performance, the
eMRF uses the contribution weights optimally determined for each
of three potential functions: observation, location, and contextual
functions, which are traditionally equally weighted.

Magnetic resonance microscopy images of mouse brain differ from
Nissl-stained histological images. The latter have a grained, but
more accurate pattern. Due to such granulation, classification of
individual pixels into anatomical structures based on intensity gives
poor results in our case. Nevertheless, the boundaries of anatomical
structures are observable. Taking into account that we deal with
2D, not a 3D data, a superpixel-based approach, similar to [8] is
introduced in this paper.

3. LUMINANCE EQUALIZATION

Brain slice images obtained from the scanner have very non-
uniform illumination (Fig. 1a), which presents a problem for the
process of segmentation. A luminance equalization stage of our
algorithm restores the luminance uniformity and makes the appear-
ance of the image closer to reference images from the atlas.

Figure 1: a: raw brain slice image from the scanner; b: brain slice
mask; c: retinex algorithm; d: padding of the image outside the
slice contour; e: proposed luminance equalization algorithm.

A well-known method for luminance equalization is Retinex [9].
It can be roughly summarized as division of the image by its
Gaussian-smoothed copy. The rationale behind the method is
that the observed image Z(z,y) can be represented as a product
Z(z,y) = R(z,y)I(x,y) of the ground-truth (“reflectance”) im-
age R(z,y) and a non-uniform illumination I(x,y). In the ab-
sence of accurate information about the illumination image I (z, y),
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it is estimated as a Gaussian smoothing of the observed image:
I(z,y) = G(Z(z,y)). So, R(z,y) is estimated as R(z,y) =
Z(x,y

Q(Z( (z,;))'

This method has two drawbacks when applied to our problem
(Fig. 1c). First of all, since there is an abrupt change of luminance
at the boundary contour of the slice, Gaussian smoothing under-
estimates the luminance of outermost slice pixels. This results in a
bright halo at these areas after Retinex. Secondly, Retinex produces
visible halos around sharp image edges, for a similar reason.

To address the first problem, we only apply smoothing to the area
inside the previously localized brain slice contour (Fig. 1b). Con-
tour localization is performed with EDISON segmentation algo-
rithm [10]. Filtering can be done either by directly constraining
Gaussian filter taps to cover the interior area only. But a more com-
putationally effective procedure is possible. We are extending the
inner area of the brain slice into the outside (black) area of the im-
age by circular mirroring (Fig. 1d). After that, a fast filtering code
that works on the extended rectangular image E(x,y) can be used.

To address the second problem, we have replaced a Gaussian filter-
ing step G in the Retinex algorithm with a nonlinear kernel. A me-
dian filter M has been chosen for such a nonlinear kernel. Similarly
to a multiscale Retinex algorithm [9], we are using 3 median filters
of different size M1, Mo, M3 in our implementation (whose radii
are chosen as 4%, 7%, and 11% of the image width). The result-
ing formulas for luminance equalization of the extended image are
given below:

_ E(zy)
9 = By T e ™
Mz, y) = %ZMi(E(w)). @)

i=1

Here ¢ (chosen as 2% of peak image brightness) is used to prevent
over-amplification of the noise in dark image regions.

The final stage of the process is histogram normalization (‘“‘auto-
levels” operation). An example of the resulting image can be seen
in Fig. le.

4. AUTOMATED ATLAS-BASED SEGMENTATION

4.1 Features calculation

As mentioned before, a mouse brain atlas can be used as a labeled
training data for classification algorithms. A training set is con-
structed of a number of training samples. Each sample is a pixel’s
feature vector along with its label — the ID of the anatomical struc-
ture which this pixel belongs to.

This section is devoted to calculation of pixel features. We pro-
pose a new combination of features for classification — superpixel
features together with location priors for each pixel.

4.1.1 Superpixel features

An individual pixel can only be characterized by three features:
(z, y)-position and intensity value. This information is not enough
to draw conclusions about its belonging to a particular anatomical
structure because a pixel neighborhood is much more informative
since it also contains texture information. If we consider an arbi-
trary neighborhood of the pixel, for example, a square window, it
may belong to more than one brain structure in the case when it
contains a structure boundary(-ies). Therefore, such pixel neigh-
borhoods cannot serve as training samples — they will confuse a
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classifier. Pixel neighborhoods should be image patches (“super-
pixels”) lying inside the boundaries of anatomical structures. Such
superpixels are acquired by an extended Mean Shift segmentation
algorithm [11]. Then, a set of features is calculated for each super-
pixel. These features, taken from [12], are divided into 4 categories:

e average color statistics (mean intensity and intensity variance)
e average geometry statistics (square, X-Y covariance, etc.)

e neighborhood statistics (intensity difference with neighboring
superpixels)

e sorted color statistics (intensity quantiles).

Each pixel’s feature vector is assigned with features of a superpixel
it belongs to.

4.1.2 Location priors

Assuming that the experimental slice under consideration is asso-
ciated with a corresponding slice from the mouse brain atlas, we
can assume that its configuration is the same as the atlas slice’s one,
i.e. the same set of anatomical structures stays in similar positions.
Therefore, it is possible to calculate location priors for each pixel
X = (z,y) using the atlas annotated map. Location priors is a vec-
tor L of prior probabilities of belonging of a pixel (z, y) to each of
the anatomical structures:

L =[P(a(X) =s1),P(a(X) = s2),...,P(a(X) = sn)], (3)

where N is the number of anatomical structures and a(X) is a
mapping function from pixels space to anatomical structures labels
space.

The idea of location priors was previously used in several works,
for example in [5] and [7], but calculation of a probability vector
for each spatial location required a training set of several brain in-
stances in order to gather statistics. In our case there is only one
brain instance (one slice) so we introduce a new method of calcula-
tion of location priors.

The probability of belonging of pixel X to an anatomical structure
si, t©=1,...,N,is calculated as follows:

1, a(Y) =s;,VY € U(X)
0, WYWWeUX)HY :aY)=s;
0.5, dYi: a(Yi) =s; ANIYs: a(Yg) 75 Si,
Yl, Y, € U(X)
€
UX) ={Y :|Y — X| < R}, ie. U(X) is a circular neighbor-
hood of X with radius R.

4.1.3 Construction of a feature vector

The final feature vector for each pixel is constructed by concatena-
tion of superpixel features and location priors.

4.2 Classification of pixels

Random forest is a combination of tree predictors, such that each
tree depends on the values of a random vector of training samples
taken independently and with the same distribution for all trees in
the forest. Random forest outputs the class that is the mode of the
class outputs by individual trees. An output from this classifier for a
sample X can be represented in a probabilistic form, similar to (3):

C = [P(a(X) = s1), P(a(X) = s2),..., P(a(X) = SN)L(S)
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where

o Ntrees . Q(X) = S
NtT‘Ees ’

Pla(X) = s;) =1,...,N. (6)
So, after random forest classification for each pixel we can obtain
a vector of probabilities of its belonging to each of the anatomical
structures.

4.3 Incorporation of the classifier output into MRF

Classification of individual pixels can produce some noise, espe-
cially near the boundaries of anatomical structures, because it does
not take into account spatial relations between pixels. Introduction
of Markov random field can effectively address this problem. An
image can be described by a Markov network where x; are observ-
able variables — pixels, and ¢; are latent variables — their labels.

The most probable values of latent variables are reconstructed from
observable variables:

Tymp = argmax P(T|X) )
T

The problem of finding the most probable distribution can be re-
duced to energy minimization problem:

E(T‘X) = Z Eij(ti,tj) + ZEz(x“tz) — mqin,
(i,5)eE i

®)
t,e{l,...,N}

Minimization of energy by k-valued latent variables is an NP prob-
lem, nevertheless it is possible to construct an iterative procedure
which approximately converges to a global optimum.

Unary term in (8) stands for a correspondence of the pixel with each
of the classes. In our case it is calculated as follows:

E(z,t) = —log,, C, )

where C is the random forest output from equation (5).

Binary term in (8) reflects correlation between classes of neighbor-
ing pixels. In the present work, Potts model is used where non-
coincidence of neighboring pixel classes is penalized by a constant
value of 1:

Eij(tit;) =1—06(ts, t5) (10)

5. EXPERIMENTS

The described atlas-based segmentation algorithm was tested on
real experimental Nissl-stained mouse brain slice images prepro-
cessed by the proposed luminance equalization method. Results
are shown in Fig. 2. It can be seen that introduction of MRF is
necessary to make anatomical structures continuous.

Implementation details are given below.

Brain slice image size is 270204 pixels. During random forest
classification each pixel was represented by a vector of 75 super-
pixel features and 17 location priors corresponding to 17 anatom-
ical structures. Radius of the location prior is equal to 8 pixels.
Random forest classifier was constructed of 100 trees with the max-
imum depth of 30.

The proposed segmentation algorithm was evaluated on 10 pairs
of neighboring slices from the Allen Brain Atlas. One slice from
each pair was used for training and the other one, its neighbor, for
testing. Pairs of slices were taken randomly from different parts of
the Allen Brain Atlas. Overall precision and precision per structure
averaged from 10 different pairs are presented in Table 1.
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Figure 2: a: segmentation result after pixel classification with ran-
dom forest; b: segmentation result after MRF refinement.

Table 1: Precision

Overall CBy FT G CBv
0.860589 | 0.902196 | 0.568939 | 0.500531 | 0.921488
MY MB P CLXg 6b
0.764072 | 0.948688 | 0.816145 | 0.929592 | 0.309266
HPFg HPF TH HY STR
0.905144 | 0.607194 | 0.952606 | 0.867327 | 0.949691
PAL CLXv
0.616833 | 0.738971

Precision was calculated as follows. First of all, the confusion ma-
trix for each pair of slices was calculated. It is a square matrix
M whose elements m;; reflect the number of pixels of ¢-th true
anatomical structure that were (mis-)classified as j-th anatomical
structure during the automated segmentation procedure. Ideally, M
is a diagonal matrix, which means that all the pixels were correctly
annotated. Precision for i-th anatomical structure is calculated by

the formula: mis

pi = (11
>, mij
Overall precision for a pair of slices is calculated by the formula:
; M
p— 2 (12)
Zi, G Mg

6. CONCLUSION AND DISCUSSION

We have proposed a method for automatic atlas-based segmenta-
tion of Nissl-stained mouse brain slice images which takes into ac-
count texture peculiarities of images obtained by this protocol. An
effective technique for luminance equalization was introduced. It
significantly enhances the quality of real experimental images and
makes them close to Allen Brain Atlas images, which is essential
for segmentation based on supervised learning.

A novel segmentation framework is introduced. Visual analysis and
numerical results show that the algorithm performs rather well on
large anatomical structures such as cerebral cortex (CLXg), thala-
mus (TH), etc. Thin and small structures, especially with fuzzy
boundaries, such as 6b are difficult to segment. Classification errors
can occur across the boundaries of anatomical structures in cases
when these boundaries are not clear or when a boundary between
structures lies far from the corresponding boundary on the train-
ing brain slice. Similar problems are discussed in previous works
devoted to automated segmentation of MRM brain volumes. Nu-
merical results represented in Table 1 are comparable to those from
previous works.

In the future, we will add textons (texture elements) to feature vec-
tors in order to include local texture information, which is probably
helpful for classification of anatomical structures. Shape priors will
also be incorporated into the automated segmentation framework.
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Abstract

In this paper we propose an improvement for background
subtraction algorithms for specific video surveillance scenario.
We consider a case, when a video camera is attached to a wall
and observes people walking by or coming up to the camera. We
propose 2 foreground mask models and show how to integrate
these new mask constraints into common background subtraction
techniques — pixel-based algorithms and methods, based on
graphical models.

The proposed modifications have no parameters and add little
computational overhead. Experiments, conducted on our own
video  sequences, demonstrate = segmentation  accuracy
improvement of the modified algorithms.

Keywords: Foreground extraction, Background subtraction,
Markov Random Field, GraphCut.

1. INTRODUCTION

Human-computer interfaces, based on video surveillance, are a
rapidly developing field of research and have a wide range of
applications, e.g. smart advertisement. Such systems can react
differently based on subject’s estimated relative position, gaze
direction, gender, height, age, race, gestures, etc. However, an
accurate estimation of these parameters are required, otherwise
reaction can be awkward and confusing.

Foreground extraction is an important preprocessing step of most
operations in video-based human interfaces. Many detection and
tracking algorithms detect foreground blobs first and then match
them to the tracked objects. Person classification and recognition
algorithms could benefit from an accurate foreground mask by
using the context: hair color, clothes texture, person height could
bring the additional information for a more accurate
classification in comparison with a common face classification.

Most foreground extraction techniques are designed for a general
video surveillance scenario. In this work we concentrate on a
single video surveillance scenario, when a camera is attached to
a wall at 1-2m height and observes people coming up to it, see
Fig. 1 (a). This is a common case for smart advertisement
systems, smart kiosks, etc. For this particular surveillance
scenario we propose two different foreground mask models.
These models constraint background subtraction: by allowing a
smaller set of possible masks, they make the whole algorithm
more stable for this scenario. We show how to modify standard
pixel-based algorithms, and algorithms, based on Markov
Random Fields to account for this model.

The rest of the paper is organized as follows: section 2 describes
current background subtraction techniques, in section 3 we
define the proposed masks models. Modifications of standard
background subtraction methods are given in section 4. In section
5 we report the obtained results. Section 6 concludes the paper.
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Figure 1: Example of background subtraction (a) a source frame,
(b) result by an algorithm, based on Markov Random Field, (c)
result of algorithm’s modification, Mask Model 1, (d) result of

algorithm’s modification, Mask Model 2. See text for the details.

2. RELATED WORK

We can coarsely classify most background subtraction techniques
into 3 classes: pixel-based [1], [2], [3], patch-based [4] and the
algorithms that are based on some graphical models — Markov
Random Field (MRF) and Conditional Random Field (CRF) [5],
(61, [7].

Pixel-based algorithms model background color distributions for
each pixel independently and for every video frame decide,
whether the pixel is occluded by comparing it with a stored
background model. Common examples are to model pixel color
distribution with a single gaussian [1], gaussian mixture model
[2] or non-parametrically [3].

Patch-based algorithms [4] model distribution of image patches.
By using patches instead of single pixels, they can consider
image texture in addition to pixel color, so they can be more
robust to noise and in some cases to illumination change. But
again, the classification into foreground/background is made
independently of other patches.

The last group of the algorithms treats the whole image as a
graphical model [5], [6], [7]. They fuse different features (colour,
contrast, motion) by means of MRF or CRF. Then maximum a
posteriori (MAP) solution is found with the use of GraphCut [8].

Most algorithms don’t impose any constraints on the resulting
foregound mask, so they can be applied to any video surveillance
scenario, though most tests consider the security applications:
camera watching a parking, a shop, an entry to some office.
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(€]

Figure 2: Mask models example. (a, ) — source frames, (b, f) — ground truth foreground maks,
(c, g) -mask model 1, (d, h) — mask model 2.

Some mask constraints can be used only in a postproccessing: for
choosing a radius of morphology operations or classification of
resulting blobs into the objects of different classes or noise based
on their size.

Some CRF-based methods [6], [7] specifically consider the case
of video-chat type sequences as they are designed for possible
background substitution during video conferences. They learn
motion cues to differentiate a closest person from people,
walking behind him during the video conference.

In this paper, we focus on a different scenario. A video-camera is
attached to a wall or some stand, approximately on a human’s
height and records people walking by or coming up to the
camera.

We propose 2 types of mask models for this scenario. We show
how to integrate these mask constraints into different kinds of
existing background subtraction techniques and demonstrate our
results on 2 specific algorithms: a pixel-based and a MRF-based
algorithm. Any other algorithm of such type or a patch-based
algorithm could be modified in such way as well.

3. MASK MODEL

Let I be a video frame, )/~ — mask of the foreground layer,
M, =1 for foreground pixels, and A ,=0 for background
pixels.

Considering the described scenario and the shape of objects of
interest (people), we propose to limit possible foreground masks
to one of the 2 following mask models:
Model 1
e  Formal definition: for every pixel column x, there is
such (x), so that M, =1 for every y<h(x) and

M, =0 for every y > h(x).

So if any pixel is marked as foreground then all pixels under it
must also be marked as foreground. An example of such mask is
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demonstrated on Fig 1 (c), 2 (c, g). As can be seen, it is rather
adequate for examples, where a person is standing or walking
frontally (doesn’t bend). Most errors occur in cases of bending or
outstretched arms.

Model 2

e  Formal definition: for every pixel column x, there are
such 4 (x) andh,(x), A (x)<h,(x)so that Mw* =1

for every ye[h(x),h(x)] and M =0 for
Y <h(x) ory>h,(x)-

Examples of this model are given on Fig. 1 (d), Fig. 2 (d, h).
This model places fewer constraints on the foreground mask. As
can be seen in Fig 2 (h), this mask is much closer to the ground
truth foreground mask, than mask of model 1. The remaining
errors occur when there are more, than 2 foreground/background
transitions in a single pixel column — for example near a neck
(from bottom to top: shoulder-background near a neck — face —
background again).

3.1 Model validation

To validate the proposed mask models we conducted the
following experiments. We transformed ground truth
segmentations of the 100 manually annotated frames from 20
different video sequences, so that they conformed to our 2
models. For the Model 1 we just marked every pixel under any
foreground pixel as foreground, and for the Model 2 we found
highest and lowest foreground pixels for every column, and
marked every pixel between them as foreground.

Then we computed a number of misclassified pixels. In Table 1
we show these results compared to results, obtained by common
pixel-based and MRF-based approaches.

As can be seen, number of misclassified pixels for the
transformed masks is much less than for the algorithms results,
which leaves us a hope, that by constraining the algorithms to
produce only masks of these types we could achieve a better
segmentation.
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Misclassified pixels, %
Ground truth — Model 1 2.4
Ground truth — Model 2 1.0
Pixel-based algorithm 4.3
MRF-based algorithm 4.0

Table 1. Number of misclassified pixels comparison between
background subtraction results and the proposed mask models.
See text for the details.

4, PROPOSED ALGORITHM

In this section we show, how to constrain pixel-based and MRF-
based algorithms to produce only the proposed kind of masks.

4.1 Pixel-based algorithm
Let p( Iw | Mw )) be a probability of pixel (x, y) to have color
I, o being labeled M,

Common pixel-based algorithms mark a pixel as foreground if
pI(x,y)|1)> p(I(x,y)|0) and as background otherwise.

Now, let’s consider the case of mask Model 1. In this case for
every x we need to find 4(x) — such that all pixels above j(x)
belong to a background, and all pixels under j(x) belong to a
foreground. So we need to maximize the following likelihood:

ph(x)=Y)=p(,,..1y ,1y,...1,]0,..0,],..1),
have skipped indexx, H - is a frame height, lower y-indices
correspond to higher pixels. As [ ,...,1 are conditionally

where we

H
independent of mask labels M,

pthx)=Y)=[TpU, 10)[]rU, D

Instead of probability itself we can maximize its logarithm:
In p(h(x)=Y)=>Y Inp(,]0)+ > Inp(I,|1)

<Y Y
For fast computation we just need to precompute following
integral projection images:
Foy=2lnp(,, 1) B, =3 Inpd,,|0)
yzY <Y

Now arg max(ln p(h(x) =Y)) = argmax(F(x,Y)+ B(x,Y)) and
we need only to find a maximum value in each column of a
precomputed image.

In case of mask Model 2, for every x we need to find 2 values
hy(x) and hy (x) - Now the likelilhood is

P () =Y, () =Y,)=[]pU, 10 []ra, D) -[]rd,10

<y n<ysy, y>Y

Loglikelihood is

Inp(h (x) =Y, 1, (x) = 1,) = B(x, )+ (F(x, ) = F(x, Y, + D) +
(B(x,H +1) - B(Y, +1))

We can optimize it either globally by searching through all
possible pairs (¥;,Y,)or by searching for the best ¥, at first

(getting mask Model 1), fixing it, and searching for the best ¥, .
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As can be seen from the algorithm, this modification adds very
little computational overhead. Another advantage is no additional
parameters.

4.2 Constraining the algorithm, based on MRF or
CRF

These algorithms minimize an energy of the form

EM)=Y¢(|M,))+ Y. ¢(|M, M)

{p.qleN
where o | Mp)and o | Mp,Mq)are some unary and pair-

wise potentials. Minimization of this energy is equivalent to
maximizing a maximum aposteori probability. This energy is
usually globally minimized by means of binary graph cut.

To constrain this algorithm to produce only masks of Model 1,
we perform the following:

e Add 2 artificial hidden rows of pixels (variables in the
random field) to the image — one at the top of it, the
other at the bottom.

e Modify wunary potentials for the added rows:
¢(1p [1) = Inf for the top row and ¢(1p | 0) = Inf for
the bottom row.

e  Vertical pair-wise potentials between the added rows
and previous border rows is set equal to the nearest
pair-wise vertical potential in the image.

e Add to all vertical pair-wise potentials some ‘big
value’:
', M, M)=¢,|M, M)+ BigValue

Such unary potentials for the top and bottom rows ‘oblige’ the
algorithm to make at least 1 cut in every image column, and
modified vertical pair-wise potentials lead to maximum 1 cut in
every image column. BigValue must be larger than sum of unary

potentials for any column. So the artificial bottom row is marked
as foreground, top row is marked as background, and for every
column there is a single label transition — and the mask is
conformed with mask Model 1.

In case of Model 2, we perform operations described above, so
that the mask becomes of type 1. Then we fix the top border of
the foreground mask, and perform the same operation with
foreground-background mask labels switch. However, this
doesn’t give the global minimum.

5. RESULTS AND COMPARISON

We have tested our modifications on 2 specific algorithms:

e A pixel-based algorithm, where a pixel background color
probability is modeled as a single 3d Gaussian. Foreground
color model is uniform.

We have also experimented with different uniform
foreground color probability values (so mathematically they
are not probabilities, because they do not sum up to 1),
which is equivalent to comparing background color
probability to a threshold.

e  MRF-based algorithm. Unary potentials are computed from
the same pixel color probabilities, as in the pixel-based
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algorithm. Pair-wise potential is standard for segmentations
with GraphCut and uses background attenuation from [5].

For the experiments we have collected 20 video sequences, shot
by a camera, placed at 1.3m — 2m above the floor level. Video
resolution varies between 320x240 and 640x480, but we
downsampled all video sequences to 320x240. Video recording
was conducted in 3 different rooms with different illumination.

To be able to evaluate background subtraction results we have
manually segmented 100 random frames into foreground and
background.

In Table 2 we show the results of the experiments. For all
algorithms (original and modified) we used the same parameters.
It can be seen, that the proposed mask constraints improve
segmentation accuracy for both algorithms. Both types of
constraints decrease the algorithm precision, but increase the
recall.

From Table 2 we can note, that on our data MRF-based
algorithm made rather modest segmentation accuracy
improvement, compared to a simple pixel-based approach. But
modified versions of both algorithms showed almost similar
results.

By changing foreground probability (i.e. threshold) we can make
precision/recall curves for the pixel-based algorithm and its
modifications (for MRF-based algorithm a dependency on this
parameter is more complex). These curves are demonstrated on
Fig. 3. We can see, that mask model 2 shows the best
precision/recall ratio.

Algorithm Misclassified Precision, | Recall %
pixels, % %

Pixel-based 4.3 96.4 80.5
Pixel-based, 3.1 88.9 934
Mask Model 1

Pixel-based, 2.9 94.7 88.6
Mask Model 2

MRF-based 4.0 96.8 81.4
MRF-based, 3.0 90.2 92.8
Mask Model 1

MRF-based, 34 95.4 84.3
Mask Model 2

Table 2. Mask accuracy comparison between original and the
modified algorithms.

6. CONCLUSION

In this paper, we have considered a special case of video
surveillance scenario, where a camera is attached to a wall on 1-
2m height and records people walking by or coming up to the
camera. We proposed 2 special foreground mask models for this
scenario and showed how to integrate new mask constraints into
typical background subtraction algorithms. The proposed
modifications have no parameters and add little computational
overhead. Experiments, conducted on our own video sequences,
demonstrated segmentation accuracy improvement of the
modified algorithms.
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Figure 3. Precision/recall curves for the original pixel-based
background subtraction algorithm and its 2 modifications. See
text for the details.

7. ACKNOWLEDGEMENTS

This work was supported by Russian Foundation for Basic
Research, project N. 09-01-92474-MNKS a, Presidential Grant
for the Support of Leading Scientific Schools N. NSh-8129.2010.9

8. REFERENCES

[1] C. Wren, A. Azarbayejani, T. Darrel, and A. Pentland,
Pfinder: Real time tracking of the human body. In /EEE Trans.

on Pattern Analysis and Machine Intelligence, 19 (7), pp. 780—
785, 1997

[2] C. Stauffer and W. E. L. Grimson, Adaptive background
mixture models for real-time tracking. In Proc. IEEE Int’l Conf.

on Computer Vision and Pattern Recognition (CVPR), pp. 246—
252, 1999

[3] A. Elgammal, D. Harwood, and L. Davis, Non-Parametric
Model for Background Subtraction, In Proc. Sixth European
Conf. Computer Vision (ECCV), 2, pp. 751-767, 2000

[4] M. Heikkila, M. Pietikainen, J. Heikkila, A texture-based
method for detecting moving objects, In British Machine Vision
Conference (BMVC), 2004

[5]1 J. Sun, W. Zhang, X. Tang, and H. Y. Shum, Background
cut, In Proc. Europ. Conf. on Computer Vision (ECCV), pp. 628-
641, 2006

[6] A. Criminisi, G. Cross, A. Blake, and V. Kolmogorov,
Bilayer segmentation of live video, In Proc. IEEE Int’l Conf. on
Computer Vision and Pattern Recognition (CVPR), pp. 53-60,
2006

[71 P. Yin, A. Criminisi, J. Winn, and 1. Essa, Tree-based
classifiers for bilayer video segmentation, In Proc. IEEE Int’l
Conf. on Computer Vision and Pattern Recognition (CVPR),
2007

[8] Y. Boykov and M. Pi. Jolly, Interactive graph cuts for
optimal boundary & region segmentation of objects in n-d
images. In Proceedings of ICCV, pp. 105-112, 2001

99




Section 3: Image recognition

Automatic Extraction of Regular Grids from Rectified Facade Image
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Figure1: Input rectified image of building’s facade (lefthd automatically recognized structure,
presented as a set of non-overlapping grids ofi@imiindows (right).

Abstract

Automation of facade images interpretation is ecielutask for
efficient 3D modeling of urban areas. Informatiorboat
regularities in facade images can be used for incagepletion of
texture areas occluded with foreground objects, Biddel
compression and texture quality enhancement. Bgisti
approaches cannot handle the whole variety of mgfdfacades
and often fail in cases of occluded textures. Wesent a novel
algorithm for automatic extraction of facade stanetfrom single
rectified image. We describe facade structure aetaof non-
overlapping grids of similar facade parts, usuatigntaining
windows. The most frequent possible grid cells siaad grid
cells centers are estimated by detecting and anglyzimilar
rectangles in input image. Greedy iterative algonitsequentially
chooses grids with maximum quality measure thaorimerates
empirical observations about similarities and synnies
Comparison on the database, created from publicalbilable
sources with additional complex examples from otnotps,
shows that the proposed algorithm outperforms ttherostate-of-
the-art methods and can handle occlusions.

Keywords. Facade, Structure, Regularity, Grid, Lattice, Urban,
3D City Map, Image-based, Rectified, Texture, Sngle-view,
Occlusion, Recognition, Reconstruction.

1. INTRODUCTION

Efficient mass-production of 3D cities maps is afi¢he topical

problems at the junction of geo informatics and pater vision.

3D maps are natural evolution of ordinary flat 2@ps. They can
be used in a variety of common geo informationaksa like

navigation, city planning, etc., and also affordvnegpportunities
for virtual and augmented reality, location-basedises, etc.

3D maps topic has gained a lot of attention in fast years.
Common Internet users use 3D geo information wekices like

Google Maps [36] and Bing Maps [37]. Industrial taafre

leaders like Autodesk develop special products3rcity maps
management like LandXplorer [38]. Joint communitgvelops
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CityGML [39] standard for the modeling and exchaon§8D city
and landscape models.

3D models of urban buildings are the main content3D geo
information systems. There are multiple ways foguasition of
these models. They can be created from sparsesttéghotos
[3, 40] automatically or manually using photogranmiceand 3D
modeling software. These geometry modeling tooks @wsually
coupled with Adobe Photoshop or similar photo editsoftware
for texture editing. More automated approaches uphel
processing of point clouds [4] and video streanisfidm land
based mobile mapping systems. Aerial imagery andlddDAR
point clouds can also be used as source data [6].

3D model of urban building can be roughly dividedwo parts —
roof and facades. Roofs can be modeled from aenadery [7]
or LIDAR point clouds using manual tools or by ausdic planes
fitting or template matching. Reconstruction ofl8ing facades is
a more complicated task. But buildings facadesueetly have
structure and regularity. This semantic knowledge: dtelp
solving a number of problems arising in facade rinde
processing and interpretation.

Facade textures are often occluded by foregrourjdctsb like
vegetation, advertisement billboards, electricables, other
buildings, bulging parts of the building, peoplears; etc.
Occlusion areas can be segmented and reconstri&td®] by
comparing similar parts of the facade. Texturesate@ from
aerial views often lack quality and resolution e tower floors
of the building. If building’s floor were extracteflom image
these textures can be enhanced [9] by transfertexgure
information from higher floors to the lower.

Detected facade elements, like windows and balsprian be
replaced by more detailed template 3D models fratatabase for
overall visual quality improvement [10]. Knowledgé repeated
texture parts and according geometry elements eamsed to
compress 3D model geometry and texture withoublgsioss of
quality [11] that is required in web applicatiofacade structure
information can be also used for image-based geatitgy [12],
and other tasks.
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Input rectified
image of building’s
facade

Rectangles
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cells size and
center
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size and center
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Final grids
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All grids

Choice of

additional grids e

Figure2: Scheme of the proposed algorithm. Green rectasples data flow. Blue rounded rectangles show &lyais parts.

The paper is organized as follows. Brief analydighe related
work is given in Section 2. We present a novel metHor
automatic determining of a set of non-overlappiridgof similar
rectangular facade parts in a given single redtifirage of urban
building's facade in Section 3. Results of our alhon and
comparison with two state-of-the-art methods [1,r&ults are
given in Section 4. Finally, we give the conclusiomnd
discussion in Section 5.

2. RELATED WORK

Repeatability and regularity are the main cues eal dvith in

facade interpretation tasks. They can be frequantly in man-
made environments, not only in urban scenes. Tamssid solution
for extraction of regularity from a single image afplane object
without perspective distortions is analysis of aotoelation

function peaks [19]. This approach treats imagebajly and

works only if regularity is strict, occupies largart of image and
there are almost no occlusions.

To deal with near-regular textures, perspectivaodisns and
partial occlusions sparse set of image patchesbeaanalyzed.
These patches can be sampled randomly [20] or oHpseterest
point [1] or rectangles detector [8]. Similar pashcan be
grouped together to fit homography [12], grid [&],2hear-regular
lattice [1, 20] or more complex models [2]. Patches compared
using metrics like SSD (sum of squared distanc2g) r NCC

(normalized cross-correlation) [1, 22], or by matchdescriptors
like SIFT [12]. Depending on the complexity of mbdiecan be

estimated using Hough transform [23], RANSAC [li#&rative

lattice spreading [1] or MRF (Markov random fielof)timization

[8]. These approaches have shown good results wariaty of

images. Due to general problem formulation andgusimly small

local patches for analysis results of these algorit dramatically
deteriorate on facades with complex look of simiterts, for
example older buildings, several regular gridggéamcclusions.

Approaches, mentioned above do not focus on facadges
particularly. A group of methods aims to detect daws, which
frequently form the facade structure. This can tweedby training
Viola-Jones like detector using Haar features aut §[24] or

AdaBoost [25]. Windows differ greatly from each eth thus
these approaches work acceptably for small dagsbafssimilar
images. To deal with this problem incremental lesgn
approaches were suggested [26], but they requéeinigraction.

Russia, St.Petersburg, September 20-24, 2010

Heuristic approaches make use of similarity of weivd corners
[27] and presence of gradients on windows periméas].
Akaike’s information criterion [27] or minimum degation
length [2] can be used to consider rows and coluragslarities.
Windows detection can be also formulated as optilaaéling
problem [29] or as problem of finding optimal nowedapping
subset or rectangles [30]. Current windows detactisults do
not allow using them as final result. But detecteéddows can be
used as lower level information for more intelligexigorithms,
which will take regularities into account. Genesamantic image
segmentation [31] and wall area extraction [32lultssare also
too far from desirable.

State-of-the-art algorithms in automatic facadermtetation try
to describe input rectified facade image as a higgneel model.
This model can be presented as partition of fadatge into
floors, tiles, windows, etc. More generally thisrfiion can be
described as grammar inference [9, 33]. The chofcgrammar
rules (for example vertical or horizontal splitshda their
parameters (coordinates of splits) can be donebgrsible jump
Markov Chain Monte Carlo (jMCMC) sampling [33] and
comparing neighboring candidates, for example, gisimutual
information and edges inside and between candjuitiehes [9].
Metric information can also reduce parameter sgateThis is
one of the most promising approaches, but currestilts can
hardly handle occlusions and strongly depend ongitaenmar
rules formulation and inference criteria.

3. PROPOSED METHOD

We take rectified image of building's facade as uinpin
assumption of plane facade, rectified image (FiguBe 4)
compensates all projective distortions. This imeae be acquired
directly from the already created 3D model asetdure or from
input photo. The latter can be done by either miyselecting
four points in photo, which correspond to a rectarig the 3D
scene, or by automatic algorithms [14], which flims in image
and group them according to vanishing points.

Our aim was to develop algorithm which would workgerly on
a wide variety of rectified facade images with osgbns. Thus it
should use not very strict model. We have choseetaof non-
overlapping grids of similar rectangular image pdRigure 1) as
a simple and flexible model, which describes thesohlie
majority of urban buildings. Grid lines are parbiteimage axes.
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Thus each grid is described by 6 parameters:

(cx,cy) —X andY coordinates of the top left corner of the grid,
(sx,sy) — cells size,

(rows, columns) — number of rows and columns in the grid.

The scheme of the proposed algorithm is shown guréi 2. We
find rectangles in input image (Section 3.1). Weage the most
frequent distances between them as possible grild s&ze
(sx,sy). In assumption that some of the rectangles arelaws
we remember their centers as possible grid cellgtecg In
combination with grid cell size this informationdrees number
of possible(cx, cy) values. Thus we can significantly reduce the
total number of grids for further analysis (Secti8r2). We
sequentially choose the best grid non-overlappirity \&lready
extracted grids considering neighboring cells snty, cells
symmetry and existence of rectangle in the middiecells
(Section 3.3). Due to sampling and grid quality stoaints some
grids can be missed. We search for additional gnidh cells,
which are similar to already extracted grids (Set8.4). We than
expand extracted grids using weaker thresholds &odle
occlusions (Section 3.5). Algorithm’s stages arescdbed in
details below.

Figure 4: Rectified image.

3.1 Rectangles extraction

Existing approaches like Hough transform [34] canused for
extraction of rectangles with sides parallel to geaides. But we
can extract even better rectangles. We build in@agamid by

performing image downsampling with factor 2 andtdact. We

perform separate vertical and horizontal edge tietedor each

image in the pyramid by using Sobel operator. Pixelthe

original image is labeled as edge pixel only isiedge pixel in all
the images of image pyramid. This approach filrssmall and
noisy edges, including undesirable edges betweeagulae
structures like wall bricks (Figure 5).
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Figure5: Extracted vertical (red) and horizontal (greenje=i
applied only to original resolution (top) and apglito image
pyramid (bottom).

If pixel has enough horizontal edges in its righighborhood and
enough vertical edges in its bottom neighborhobi fabeled as
top left corner candidate pixel. Other three cosrtgpes can be
processed in the same way. We iterate throughaal pf corners.
If this pair can form a rectangle, i.e. corners die the same
horizontal or vertical line, and have proper tyfm example, are
“top left” and “bottom left” corner accordingly),h¢ distance
between the corners is stored. There are abouthmmsand of
such corners in current example. We can then partathaustive
search of rectangles with selected corners and,sizieich form

the resulting set of rectangles (Figure 6). Theeeadout thousand
rectangles in current example.

Figure 6: Some of the extracted rectangles.

3.2 Extraction of candidates for cells size and
center

We compare each pair of image areas correspondirertangles
with equal sizes using normalized cross-correlaNi€C) and
store the distances between them if NCC valuergel&nough.
The most frequent distances are selected as caesliftar cells
sizes (Figure 7).
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Figure 7: Extracted most frequent distances between reaang|

Resulting grids are naturally looking if its cellave facade
element, for example, a window, in their centerctScentering of
grids is not obligatory, but it reduces possiblelgiocations and
avoids losing of a single side row or column neaage bounds
due to large grid shift.

3.3 Greedy iterative choice of best grids
The number of grids with previously determined siaad centers

can be analyzed exhaustively. Grid qualityis computed as
follows:

G=Mx*N)" 3L, Z?’:1 Qijs
WhereM is the number of rows in the grid, is the number of

columns in the gridt, = -0.8 is a regularizing parameter that
penalties too small grids afy; is quality measure for cet} ;:

Qij = Similarity(ci‘j,ci_l‘j) + Simimilarity(ci,j, Ci‘j_l) +

Symmetry(ci‘j) + HasRect(ci‘j).

Similarity(c; j, cx,) is similarity measure between cefis; and
cx,. It is equal to NCC of corresponding image patcligs is
larger than threshold,, or -, otherwise Symmetry(c;;) is c;;
cell’s measure of symmetry along horizontal diraetilt is equal
to NCC of left and right parts of the cell if it isrger than
thresholdt,, or +, otherwise.HasRect(c; ;) is equal tot, if it
there is a rect insidg ; cell and ¢, otherwise. We took, = 0.4
in all of our experiments. Thresholds and t, were selected
empirically. One can vary thresholds values in pasll quality
terms.
We sequentially choose the best grid that doeswvertiap already

extracted grids (Figure 8). We stop when new gudlity is much
lower than the quality of the best grid.

3.4 Search for additional grids

In some cases some grids are missed. So we peaf@earch for
additional grids (Figures 10, 12). We make an agsiom, that
they are similar to already extracted grid. We cotepmedian
cell for each already extracted grid and correlatéth the part of
the image not covered by grids. If the maximum ofrelation
map is relatively large we start a new grid witle tenter in the
point of this maximum. We iterate this algorithmtiumo new
grids can be found.

3.5 Grids expansion

Extracted grids do not usually spread over theustad regions.
For each grid we analyze four grids which are egdtom the
original grid by adding single row or column at g&le. If this
grid does not intersect other grids and new calts similar to
their neighbors with a lower threshold, then welaee original
grid with the expanded one (Figures 9, 11, 13, WB.apply this
algorithm several times. First it is applied aftest grids are

Russia, St.Petersburg, September 20-24, 2010

chosen to join partly occluded cells to them befeearching for
additional grids (Figure 9). Then it is applied eaftany new
additional grid has been found (Figures 11, 13pahy it is
applied with extremely low threshold at the verydén recover
much occluded cells (Figure 14).

| TR

Iﬁl -L_{tl' i
i

Figure 11: Expansion of additional grid.
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|B||. 44

Figure 14: Final expansion to occluded are

4. EVALUATION

4.1 Database

Unfortunately, there is neither conventional metgyl nor at leas
image database for testing and comparison of faicaeiretatior
algorithms. We have chosen 25 images fiFacade Data Base
Vienna [15], eTRIMS Image Databadd6], ZuBuD Image
Database [17], CGTextures.coph8] web portal, and our ow
photos. Thought it is a small database, but itejsresentative
including images of old and modern architecturelt lnfi various
materials, with different numbers of floors anded¢ different
regularities types, taken under various lightingquditions. All
images were manually rectified.

4.2 Competitors

Problem statement notablgiffers among various scientif
papers. We have chosen [1] asn®dern representati of
algorithms for recosring general regularities. It is based
interest points extraction and comparison. Sinskifts betweer
similar points are stored. Frequent shifts becoymotheses fo
starting lattice size. Lattice is build iterativeby adding nev
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nodes, which areimilar to existing ones and met lattice <
condition. Some parts of this algorithms inspirextraction of
candidates for cells sizesd centes positions in our algorithm.

Algorithm [2] represents the trend of using morenptex mode
for facade descriptioras a linear combination of axis para
basis translations and the appropriate coeffic and uses MDL
principle for regularizationThis algorithm extracts SIFT featur
and get the pairs of similar features. Best pararaaif the mode
move $milar points to each othe

4.3 Grid cells sizes extraction evaluation

Competitor methods do not try to center ¢ relatively to
windows, thus they can lose some rows or columns.ewéluate
grids location and number of cells in Section 4mMthis sectio
we evaluate only the results of cells sizes extact The
proposed algorithm finds right grids cells sizesoagh 10 mos
frequent steps for all images in test database sBote of prope
grids are missed in the final result. We considesult of
algoithm right if there is a grid with proper cells siin the final
set of grids. Results of grids steps extractioruatin are show
in Figure 15.
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Proposed algorithm [1] [2]

Figure 15: Grid cells size extraction evaluation resi

4.4 Evaluation of percentage of correctly
extracted similar elements

We consider extracted grid to be correct if it keally similar
cells, which cannot be divided further, and hastrigumber o
rows and columns. Local shifts of grids are noetakto account
because it is not vital forurther processing of extracted
information, for instance, for performing texturenapletion. Bul
these shifts can influence the number of rows ardnens in the
extracted grid. Total number of cells in each imegknown. Fol
evaluation we can count ratiof number of correctly extract
cells to total number of cells (see Figure 16). Thsults are
shown in Figure 17. We do not provide comparison[2h
because it requires manual setting of starting tpdam grid
positioning.
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Figure 16: Example of1] results. Ground truth grid contains
cells; this grid contains only 12 cells. It meahatt80% of cell
were detected correct

100%

50% 862

80%

70%

60%

50%

40%

30%

20%

Correclty extracted cells percentage

10%

0%

Proposed algorithm [1]

® Images with correctly detected cells sizes m Allimages

Figure 17: Evaluation of percentage of correctly extractedlsin
elements.

5. CONCLUSIONS AND DISCUSSION

We have propsed a novel fully automatic algorithm 1
extraction of information about repeatalyilaf similar rectangula
image patches from a single rectified image of nrbailding’s
facade. Comparison with two competing algorithmsovgd
advantages of our method.

This can be first of all explained by focusing oy rectified
facade images, but not a general class of imagéls mibre
complex repeatability models and image distortidnsontrast tc
sophisticated grammdrased models we have introduced a sir
model for facade description & set of no-overlapping grids,
which can describe the majority of buildings facad@ropose!
model quality measure incorporates empirical kndgée abou
building’s facade, including similarity between gleboring cells
horizontal grid symmetry and existence of rectangl¢hie cente
of each cell.

We make use of analyzing rectangles, which canréguéntly
met in facade images and showed to be more robastfeature
points or random patches.

Russia, St.Petersburg, September 20-24, 2010

We reduce possible number grid cells size by gathering the
most frequent distances between extracted recngkctangle
positions give us candidates for possible grid fmsi Due to
such sampling of parameters space we can use éxteassarct
for best grids. The proposedethod can handle occlusions by
lowering thresholds for grid quality in grid spréaglproces:
Though current results are promising (75% of catls extracte:
correctly) there are still some problems left. Duge iterative
greedy choice of best grids sc grids are missed and not all
occlusions are handled. Also a grid divided by heotgrid is
considered as two separate grids. Global optinmmeftrmulation
could do better. Rectangles are rather robust asyg ® find, bu
additional detection of winws, based on machine learning
techniques, can improve the overall robustnessa¥game facac
and facade elements to be almost flaulging balconies and
deeply sunkenwindows requires 3D analysis [35]. M
overlapping grids model is enough for textuompletion and
compression tasks. But it can be enhanced by addergrchy
and more complex models, for example, repeateds pafi
elements. Higher level semantic information could hlsc
extracted for more intelligent tas

6. ACKNOWLEDGMENTS

The workwas partially supported by theederal Target Program

“Scientific and scientifippedagogical personnel of novative
Russia” andRussian Foundation for Ba Research grants 09-01-
92470MHKC_a and 08-010088:-a.

7. REFERENCES

[1] Minwoo Park, Robe T. Collins, and Yanxi Lit“Deformed

Lattice Discovery Via Efficient MeeShift Belief Propagation”,
Proc. of thelOth European Conf. Computer Vis (ECCV), Vol.

2, pp. 474 — 485, 2008.

[2] S. Wenzel, M. Drauschke, W. Forstn‘Detection of
Repeated Structures in Rale Images”Pattern Recognition and
Image AnalysisYol. 18, No. 3,pp. 406 — 411, 2008.

[3] F Remondino, S BHakim “Image-based 3D modelling: a
review” Photogrammetric Record, Vol. 21,0. 115, pp. 269 —
291, 2006.

[4] C. Frueh, A. Zakhor An Automated Method for Large-
Scale, Groun@ased City Model Acquisitic’ International
Journal of Computer Vision, Vol. 60, No. pp. 5 — 24, October
2004.

[5] Nico Cornelis, Bastian Leibe, Kurt Cornelis, LuctV&ool
“3D Urban Scene Modeling Integrating Recition and
Reconstruction’International Journal Of Computer Vis, Vol.
78, No. 2 — 3, pp. 121 — 14200¢.

[6] J. Hu, S. You, UNeumann, LK. Park “Building modeling
from LIDAR and Aerial Imager” ASPRS’04, Denver, Colorado,
USA. May 23-28, 2004.

[7] Theo Moons, David Frere, Jan Vandekerckhove, Lua
Gool “Automatic Modelling and 3D Reconstruction of Urt
House Roofs from High Resolution Aerial Imac” In Proc. 5th
European Conference on Computer Vision (ECCV), 1
Freiburg, Germany, pp. 4102¢.

[8] T. Korah, C. Rasmussen “Analysis of Building Tersifor
Reconstructing Partially Occluded Facades”, Prdcthe 10th
European Conference on Computer Vision (ECCV), Radp.
359-372, 2008.

[9] P. Muller, G. Zeng, P. Wonka, and L. V. Gc‘Image-based
Procedural Modeling of Facade’, Proceedings of ACM

105



Section 3: Image recognition

SIGGRAPH’'07, ACM Transactions on Graphics. 20071 ¥6.
N.3.P.1-9.

[10] Julien Ricard, Jerome Royan, Olivier Aubault “Viszation

of Real Cities Based on Procedural Modeling”, IEEEtual

Reality Workshop on Virtual Cityscapes: Key Resbkdssues in
Modeling Large-Scale Immersive Urban EnvironmeR@€8.

[11] Huamin Wang, Yonatan Wexler, Eyal Ofek, Hugues Hopp
“Factoring Repeated Content Within and Among Imaga€M
Transactions on Graphics, vol. 27, no. 3, pp. 12008.

[12] Schindler G., Krishnamurthy P., Lublinerman R., LYy,
Dellaert F. “Detecting and Matching Repeated Pastefor
Automatic Geo-tagging in Urban Environments” Praliegs of
CVPR 2008, pp.1-7.

[13] Vadim Konushin, Vladimir Vezhnevets “Automatic kdiitg
texture completion”, GraphiCon’2007.

[14] Liebowitz D., Criminisi A., Zisserman A. “Creating
Architectural Models from Images”, In Proc. Euro@h&s, Vol.
18, pp. 39-50, 1999.

[15] Facade Data Base Vienna
http://info.tuwien.ac.at/ingeo/research/FdbV/indm

[16] eTRIMS Image Database
http://www.ipb.uni-bonn.de/projects/etrims_db/

[17] ZuBuD Image Database
http://www.vision.ee.ethz.ch/showroom/zubud/indexhéml

[18] http://cgtextures.com

[19] Hsin-Chih Lin, Ling-Ling Wang, and Shi-Nine Yang
“Extracting periodicity of a regular texture basedn
autocorrelation functions” Pattern Recognition eeff Vol. 18,
pp. 433 — 443, 1997.

[20] James Hays, Marius Leordeanu, Alexei A. Efros, Yanix
“Discovering Texture Regularity as a Higher-Order
Correspondence Problem”, In ECCV, Vol. 2, pp. 5285, 2006.

[21] Thomas Leung, Jitendra Malik “Detecting, localiziegd
grouping repeated scene elements from an imageRrdt. of
European Conf. Computer Vision (ECCV), pp. 546 5,5096.

[22] Frederik Schaffalitzky, Andrew Zisserman “Geometric
Grouping of Repeated Elements within Images”, IrocProf
BMVC, pp. 13 - 22, 1998.

[23] Andreas Turina, Tinne Tuytelaars, Theo Moons, LunV
Gool “Grouping via the Matching of Repeated Pat&rin Proc.
of CAPR, pp. 250 — 259, 2001.

[24] Bjorn Johansson, Fredrik Kahl “Detecting WindowsGity
Scenes”, ICPR 2002.

[25] Haider Ali, Christin Seifert, Nitin Jindal, Lucasaletta,
Gerhard Paar “Window Detection in Facades”, Intgonal
Conference on Image Analysis and Processing (IGIAP) 837-
842, 2007.

[26] Susanne Wenzel, Wolfgang Forstner “Semi-Supervised
Incremental Learning of Hierarchical Appearance ®etl 21st
Congress of the International Society for Photogretny and
Remote Sensing (ISPRS), Beijing, China, 2008.

[27] Helmut Mayer, Sergiy Reznik “Implicit Shape Models,
Model Selection, and Plane Sweeping For
Interpretation”, Photogrammetric Image AnalysisAP2007.

[28] Sung Chun Lee, Ram Nevatia “Extraction and Intégnadf

Window in a 3D Building Model from Ground View Imeg’, In
CVPR, IEEE Computer Society, pp. 113 — 120, 2004.

[29] Jan Cech, Radim Sara “Windowpane Detection based on

Maximum Aposteriori Probability Labeling”, In Inteational

106

3D Facade

Workshop on Combinatorial Image Analysis (IWCIARp.[8-11,
2008.

[30] Filip Korc, Wolfgang Forstner “Finding Optimal Non-
Overlapping Subset of Extracted Image Objects” 8200

[31] Floraine Grabler “Parsing Images of Architecturak®es”,
In ICCV, pp. 44 — 57, 2007.

[32] R. G. Laycock, A. M. Day “Towards the Automatic
Integration of Ground Level Images into a Virtualrbdn
Environment”, WSCG 2004.

[33] Nora Ripperda, Claus Brenner “Reconstruction ofaéac
Structures Using a Formal Grammar and R]MCMC", mttén
Recognition, pp. 750-759, 2006.

[34] Claudio Rosito Jung, Rodrigo Schramm “Rectangle
Detection based on a Windowed Hough Transform” &dns of
the XVII Brasilian Symposium on Computer Graphicsl dmage
Processing (SIBGRAPI'04), pp. 17-20.

[35] Luc Van Gool, Gang Zeng, Filip Van den Borre, Phsca
Muller  “Towards Mass-Produced Buildings Models”,
Photogrammetric Image Analysis (PIA) 2007.

[36] Google Mapsttp://maps.google.com

[37] Bing Mapshttp://www.bing.com/maps/

[38] Autodesk LandXplorer
http://usa.autodesk.com/adsk/serviet/pc/index BitéP3112&id
=12561246

[39] CityGML http://www.citygmlwiki.org/index.php/Main_Page

[40] Autodesk Photofly
http://labs.autodesk.com/technologies/photofly/

GraphiCon'2010



Section 3: Image recognition

Generalized gamma mixtures for supervised SAR image classification
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Abstract

In this paper we develop a new statistical model for supervised
classification of high resolution synthetic aperture radar (SAR)
amplitude images. This model is based on the recently proposed
generalized gamma distribution (GI'D) for statistics of amplitude
SAR images. In order to improve the fit of GI'D when dealing
with inherently heterogenous high resolution SAR imagery, we
model the statistics of thematic classes as mixtures of GI'D. This
enables to consider not homogeneous thematic classes, which
is an often requirement in practice. We complete the developed
method by proving the identifiability of the developed GI'D finite
mixture model and the consistency of the involved parameter
estimation scheme (method of log-cumulants) for GI'D, which
renders the developed approach mathematically correct. In order
to improve the computational performance of the GI'D mixture
estimation we suggest the use of an approximative solution of
the equations involved, thus, avoiding time-consuming iterative
processes. The accuracy of the developed approach is validated on
a high resolution TerraSAR-X image and compared to related finite
mixture-based SAR classification techniques.

Keywords: Generalized gamma distribution, finite mixtures, iden-
tifiability, method of log-cumulants, consistency, synthetic aperture
radar, supervised classification, Markov random field.

1. INTRODUCTION

The recent progress in sensor and antenna construction enabled the
remotely sensed satellite imagery to become widely available and
to find its daily applications in fields such as: ecology, meteorology,
oceanography, cartography, natural risk management and many oth-
ers. After optical data, the second most used type of remote sensing
imagery is the synthetic aperture radar (SAR) imagery. It has some
very important advantages, such as insensibility to Sun-illumination
and meteorological conditions [1]. Yet the SAR image processing
has some challenges, which are not faced when dealing with optical
data. This is due to the speckle noise, which is an inherent phe-
nomenon of the microwave data [1]. In case of the high resolution
(HR) SAR, which can be up to 1 m/pixel resolution, the apprecia-
tion of details and statistics are heavily affected by speckle.

In this paper we develop an accurate and fast statistical model
to deal with one of the basic SAR image processing applications
- classification. The purpose of statistical modeling is to get an
accurate and concise probability density function (pdf) model
that estimates the statistics of a SAR image. In the literature a
number of pdf models have been suggested, see in details in [1]
and [2], for this purpose, yet in heterogeneous HR case most of
them fail. The only solution is to consider mixture-based models
and some successful attempts have been reported [2, 3]. In this
paper we approach this problem by considering a SAR amplitude
pdf as a finite mixture of generalized gamma distributions (GI'D).
This is a very flexible family of pdfs [4] that has already found its
applications in fields like speech signal processing [5], health and
economical applications [6]. GI'D has also been considered for
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SAR amplitude statistics in a recent work [7]. Here we focus on
the mixtures of GI'D, that have not been studied so far mostly due
to parameter estimation problems [5].

The paper is organized as follows. In Section 2 we develop the finite
GI'D mixture model, state its identifiability (with the outline of the
proof in Appendix A), the consistency of the parameter estimation
scheme involved (outline of the proof in Appendix B) and suggest
an approximative solution of the equations involved (derivation in
Appendix C). In Section 3 we merge the statistical pdf model with
a Markov random field model to get a contextual SAR classifica-
tion approach robust with respect to speckle. Section 4 reports the
experiments on a high resolution TerraSAR-X image and compar-
ison to related finite mixture-based SAR classification techniques.
In Section 5 the conclusions are drawn.

2. GENERALIZED GAMMA MIXTURES

The pdf of the GI'D takes the following form:

g e[ s0 o

where v,k and o are positive parameters corresponding to the
power, shape and scale, respectively, and I'(-) is the gamma func-
tion [8]. The GI'D is a very flexible family of distributions:
it includes Gamma, exponential, x?, Nakagami, Half-normal,
Rayleigh, Maxwell, Weibull, Lévy distributions as special cases
and lognormal as an asymptotic case [4, 7].

G(rlv, k,0) =

The use of GI'D to amplitude (intensity) statistics of SAR has been
recently suggested by Li et. al [7] and reported good results for HR
SAR. Yet the problem of mixed multimodal SAR statistics can not
be dealt with even with such a flexible pdf. Thus, in order to take
into account this heterogeneity scenario we propose to use a finite
mixture model [9] for the distribution of grey levels. We assume an
amplitude SAR image Z tobe aset {r1,...,7~} of N independent
samples drawn from a GI'D mixture pdf with K components:

K
p(T) = Zaig(rll/iﬂ%hai): r 2 07 (2)
=1

with mixing proportions Y%, a; = 1, and Vi : o € (0, 1).

The problem of mixture (2) estimation is equivalent to the estima-
tion of K and {&i, s, Ri, &i}fil. In order for this finite mixture
estimation problem to be well-posed we show that the following
statement holds.

Theorem 1. Finite mixtures of GI'D are identifiable, i.e. if there
are two finite GI'D mixtures:

k1 ko
H, = E a1:Gu, Hy = E 2:Gai,
im1 i—1

Gai = gaj, ie. (Vaiﬂfai,Uai) = (Vajﬂfaj,a'aj) &= j, for
a = 1,2, and H; = H>, then k1 = ko and {(au,gu)}f;l isa
permutation of { (a2, G2;) f;l.
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The outline of the corresponding proof is given in Appendix A.

The problem of finite mixture estimation is usually too complicated
to find a solution directly by a maximum likelihood (ML) approach.
Thus, a family of iterative Expectation-Maximization (EM) meth-
ods is usually used to numerically find the local maximum of the
likelihood function [9]. There exists a considerable variety of EM-
method modifications each suitable for some specific problem set-
tings. In our case the optimal approach is presented by a Stochas-
tic EM (SEM) approach [9], which enables to avoid an unfeasi-
ble (due to very complex shape of likelihood function [5]) GI'D
pdf maximization and to improve the exploratory properties of EM,
which is very critical in case of inaccurate (random) initialization.
For the SEM algorithm the complete data is represented by a set
{(ri,s:),i =1,..., N}, where r; are the observations (SAR am-
plitudes) and s; - the missing labels: given an mixture with K com-
ponents, alabel s; € {01,032, ...,0K } assigns the i-th observation
to one of the K components.

We embed the Method of Log-Cumulants (MoLC) [10] method for
parameter estimation in the M-step of SEM scheme. This is done
instead of the ML-estimate which come at too high computational
price for GI'D [5]. MoLC represents a parametric pdf estimation
technique suitable for distributions defined on [0, +00), and it has
been widely applied in the context of SAR-specific parametric pdf
families due to its analytical adequacy for the multiplicative mod-
els, like “signal-speckle” system for SAR [2, 3, 7, 10]. MoLC
adopts the Mellin transform [10] by analogy to the Laplace trans-
form in the moment generating function. Given a non-negative ran-
dom variable u, one defines the “second-kind characteristic func-
tion” ¢,, of u as the Mellin transform [10] M of the pdf of u, i.e.:

e 1
6u() = M) = [ puwuTan, sec

The derivatives x, = [In ¢,,]**)(1) are the vth order log-cumulants,

where ) stands for the vth derivative, v € N. In case of the trans-

form convergence, the following MoLC equations take place [10]:
k1 = FE{lnu}, k; =E{(lnu-— /ﬂ)j}7 ji=2,3

First, we find sample estimates for these log-cumulants [11]:

Zln?““ KQ ~k2

N

_kl )

N
WZ s = fa]”

,‘%3%[{,‘3:

Then, we analytically express x; as functions of unknown param-
eters and replacing then x; by their sample estimates k; we finally
get the system of MoLC-equations. In case of GI'D it writes [7]:

¥(0, k)
v )

ki =logo + 3)

\IJ(] - 1,‘%)
v

kj = v J=2,3,.., )

where ¥(n,z), n € {0}UN, denotes the polygamma function [8].

The following theorem explores the asymptotical properties of the
MoLC estimates for GI'D.

Theorem 2. The sequence of MoLC estimates {(Dn, fn, 6n) Foe1
calculated for GI'D from (3)-(4) and observations {r;};—; is con-
sistent, i.e. it converges in probability to the true parameter values
(v*,k*,0") asn — oo.

The outline of the corresponding proof is given in Appendix B.
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As demonstrated in Appendix B the system (3)-(4) is invertible, yet
its analytical solution is unfeasible. We propose to use an approx-
imative solution of this system that is very simple computationally
and it is given by:

1/3

x>
Il
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with
co = ki — 8k3, ¢1 = 6k3 — 16k3, co = 12k5 — 8k3, c5 = 8k3,
)

6)

Cc3

. 27c3co — 9escact + 2¢3 goa_lfe ’
- 27¢3 T e 3

The derivation of these solutions is presented in Appendix C.

Thus, the ¢th iteration of histogram-based SEM for GI'D mixture
estimation goes as follows:

e E-step: compute, for each greylevel z and i-th component, the
posterior probability estimates corresponding to the current pdf es-
timates, i.e. z =0,..., 24 — 1:

a;Gi ()
S algi(z)

where G (-) is the o;-conditional pdf estimate on the tth step.

e S-step: sample a label for each greylevel z according
to the current estimated posterior probability distribution
{tH(z):i=1,...,K:},2=0,...,Z — 1.

e M-step: Vi, compute the sample estimates of the log-cumulants
(K14, k2i, k3;) and mixture proportion ;. Find then the parameter
estimates (o ™!, vI Tt kI o) as above.

o K-step: Vi: if aZ“ < 7, eliminate the i-th component, update
K41. The choice of threshold « is not critical, e.g. v = 0.005.

Ti(z) = i=1,..., K,

3. SUPERVISED SAR CLASSIFICATION WITH
GI'D MIXTURES

The problem of classification consists in attributing to each pixel
of the considered image 7 a label assigning it to one of the M
thematic classes. Working in the mainframe of the supervised clas-
sification we consider some training pixels to be available for each
of the M classes. First, we perform the learning of the statistical
properties of each class by estimating a GI'D mixture pdf on its
training pixels, thus getting pdfs p;(r),i = 1,..., M. Itis possible
then to get the first classification by picking for each pixel the label
with the maximal value p;, i.e. the ML-classification, however this
gives very noisy results. This is especially critical for SAR images,
damaged by speckle [1]. Thus, some regularization has to be per-
formed. Here, we suggest the use of a Markov random field (MRF)
model which takes into account the local context information [12].
To implement the MRF-energy minimization we run the Modified
Metropolis Dynamics (MMD) algorithm, which is a compromise
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(a) Initial VV pol SAR image

(b) Ground truth

Figure 1: (a) Initial image, 800x1000 pixels, (b) Ground truth (black - water, dark grey - wet soil, light grey - dry soil), (c) DSEM, (d) GI'D
mixture and (e) Nakagami mixture classifications maps (black - water, dark grey - wet soil, light grey - dry soil, white - misclassification).

Table 1: Automatically estimated numbers of mixture components
K™ and classification accuracies obtained by considered finite mix-
ture methods: class accuracies and overall accuracies.

Mixture method H Water Wet soil Dry soil H Overall ‘
GI'D 88.55% [2|90.31% |3 | 68.46% |3 || 85.95%
DSEM [2] 88.67% |2 |88.86% |2 |72.51% |3 | 86.19%
Nakagami [3] |[90.24% |2|84.97% |2|64.51% |3 || 81.38%

solution between Iterative Conditional Modes and Simulated An-
nealing, and, as such, is computationally feasible and provides rea-
sonable results in real classification problems [13]. The employed
here MRF and MMD algorithms and their settings are not novel
and we refer the reader to an earlier work for more details [14].

4. EXPERIMENTAL RESULTS

The algorithm settings are the following. We initialize Ko = 5 as
an overestimate for each class, so that SEM finds K™ by annihilat-
ing the redundant components. The number of iterations for SEM
is set to 7' = 300. We run the MRF coefficient estimation on the
ML-classification and the MMD settings are as in [14].

The experiments were performed on a VV polarization, 6.5 m
ground resolution, 2.66-look TerraSAR-X ((©Infoterra GmbH,
2008) image acquired over Sanchagang, China. The application
was to epidemiological monitoring and the thematic classes were:
water, wet soil and dry soil. Figure 1 presents the classifica-
tion results and comparisons with other mixture-based SAR statis-
tics models, i.e. DSEM model [2] and Nakagami-gamma mixture
model based on SEM (as described above), analogical to [3] for am-
plitudes. Table 1 reports K* estimates and the obtained accuracies.
We observe that DSEM slightly outperforms our model, however
this was to be expected as DSEM is based on a mixture of several
pdf families, of which GI'D is part. The Nakagami-gamma fit is
worse due to a lower flexibility of the parametric pdf model, and we
remind that Nakagami (and gamma) pdfs are special cases of GI'D
corresponding to v = 2 (v = 1) in (1). From the performance point
of view, the estimates (averaged over M = 3 classes) were obtained
in: Tposem = 93s, Torp = 225, TNakagami = 18s on an Intel Core 2
Duo 1.83GHz, 1Gb RAM, WinXP system. This result confirms our
GI'D mixture model’s flexibility and fast performance.

5. CONCLUSIONS

In this paper we have introduced a novel GI'D mixture estimation
approach and demonstrated its efficiency in the application to high
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resolution SAR image classification. We have proved the identi-
fiability of this type of finite mixtures and demonstrated the con-
sistency of the exploited parameter estimation procedure. In or-
der to improve the performance of the GI'D mixture estimation
we suggested the use of an approximative solution of the equa-
tions involved, thus, avoiding time-consuming iterative processes.
The experimental comparison demonstrated a high potential of this
model in the problem of high resolution SAR statistical modeling:
it performs almost as well as the most general dictionary-based
stochastic expectation maximization (DSEM) problem, and as fast
as a very simple Nakagami-gamma mixture-based one. We want
to point out that the use of GI'D mixtures and the developed esti-
mation procedure can be interesting to other applications, such as,
e.g., speech signal processing, health management and economical
applications.

APPENDIX A. OUTLINE OF THEOREM 1 PROOF

To prove the identifiability of finite mixtures of GI'Ds we show that
the necessary identifiability conditions are fulfilled in the form pro-
posed by Atienza et al. [15]. In order to do so we demonstrate a
linear transform Mg (t) : G(z) — ¢g, and a point ¢o from the sup-
port of ¢¢ that enable us to find the total parametric-space ordering
of pdfs G(t|v, k, o) that fulfills the following condition:

FF<F & lim Ory (1) _ 0, %)

t—to ¢F1 (t)

where F, F» are two GI'Ds.

We define the transform M as follows:

° I'(k+t/v)
M : t) = t* dr = ot
65(t) = [~ v la)de = o S
and tp = co. We then show that when ¢t — ¢y we have
¢F2 (t) [ 1 1 :|
~ C ex — — — | tlogt+ [k2 — k1| logt+
or (1) p{ s oo | tlos [k2 — k1] log
+|(log oz — logor) — (i _ i) _ (M _ MJ)] £}
19} V1 1%} 1
with a constant C, and prove the following ordering satisfies (7):
[1/2 > 1/1}
F1 < Fy = [1/221/17 O'2<0'1}
[V2=l/17 o2 =01, E2<K1].
Thus, finite mixtures of GI'Ds are identifiable.
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APPENDIX B. OUTLINE OF THEOREM 2 PROOF

To prove the consistency of the sequence of MoLC estimates
{6,352 = {(Dn, fin, 60 ) }52 1. i.e. that it converges in probability
to the true parameter values (v*, k™, 0"), we first demonstrate the
invertibility of © : (0, +00)® — R® and the continuity of mapping
&n = © Y (ky), where kn, = (kin, kan, kan) is the sequence of
sample log-cumulants [11]. According to (3), (4),

U(1, k)

V2

I )

v (0, k)

o) = <log0 + ‘I'(Z’“)> .

v3

This is proved by referring to the implicit function theorem and
properties of polygamma functions [8].

Then we take advantage of the fact that the expressions for vari-
ances of the sample log-cumulants are well known [11] and show
that for any value of & > 0, if ||k, — k*|| < &(¢), and the central
moments E [(log X)?] , X ~ @, till order j = 6 exist and are
finite, then we get

P{|on—rv"| <&, |fn—K"| <& |6n—0c"| <e} > 1—

where L(n) = O(n™"). The derivation of explicit expressions for
the necessary log-moments of GI'D demonstrates them to be finite
whatever the values of parameters. Thus, we get the required

lim P{|on — V| <&, |fn — K| <e,|6n—0c| <e}=1.
n—oo

APPENDIX C. DERIVATION OF THE CLOSED-
FORM ESTIMATOR FOR GI'D PARAMETERS

In order to find a numerical solution of the system (3)-(4) and render
the solution computationally as fast as possible we suggest to use
an asymptotic decomposition of the polygamma functions [8]:

U(l,z) =z " +0.527% +o(z?),
U(2,z)=—2 -z +o(z?),

withz € R,z — oo.

Isolating v in (4) for 5 = 2,3 we search for the solutions of the
algebraic equation csk® + cark® + 1k + co = 0, with ¢; as in (5).
By substituting y = & + c2/(3c3) we get to the reduced equation
y> 4+ By + a = 0 with o and 3 as in (6). Now we apply the
Cardano’s formula and pick the positive solution. Thus, we get the
formula for &, and the solutions for 7, & follow from (3)-(4).

We point out that to have a required real value solution & using the
involved decomposition and Cardano’s formula we need the weak
following condition fulfilled: 3k3 < 8k3. Dealing with real SAR
imagery we never stumbled upon a case when this condition fails.
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Abstract

Video up-conversion takes significant place in various application
areas. One of important application areas is standard-definition
television (SDTV) video processing to get high-definition televi-
sion content (HDTV) for broadcast. However, high-quality up-
conversion is a challenging task. Most practical implementations
use spatial domain processing such as video frame interpolation for
video up-scale. Meanwhile, due to sampling limitation the high-
frequency component of output HD video cannot be efficiently re-
constructed by applying only the spatial domain processing and
high-quality up-conversion usually requires temporal domain pro-
cessing as well. The authors propose practical implementation of
such up-conversion technique providing significantly better visual
results in comparison to traditional methods of SDTV to HDTV
up-conversion.

Keywords: Super-Resolution, video up-conversion, HDTV, video
enhancement.

1. INTRODUCTION

There are many up-conversion algorithms widely used. Most of
them use spatial signal processing to construct new data points
within a set of existing pixels. These methods are based on general
interpolation approach, namely on construction of new data points
within a set of existing data points with fixed sampling rate. As
an example of such interpolation algorithms the nearest neighbour,
bilinear, bicubic, spline, sinc, lanczos and some others can be men-
tioned. These methods use various mathematical interpretation of
the spatial signal to construct necessary points.

Another widely used set of methods is frequency domain process-
ing, usually fast Fourier transform or wavelet analysis based algo-
rithms. These methods are based on the shifting property of the
Fourier transform, the aliasing relationship between the continuous
Fourier transform and the discrete Fourier transform. Accurate pro-
cessing of the Fourier transform results can give us the frequency
domain coefficients of the original scene, which may then be recov-
ered by inverse Fourier transform. [1] However, frequency domain
processing has several important disadvantages. These methods re-
quire the existence of a transformation which is the Fourier domain
equivalent of the spatial domain motion model what is not always
feasible. Also, it is difficult to include spatially varying degradation
models in the frequency domain reconstruction formulation. [2]

For the last years the variety of works were dedicated to relatively
novice approach to video up-conversion addressing to resolve the
bandwidth limitation of other methods. This set of algorithms
is called super-resolution (SR). This work represents the compu-
tational efficient high-quality implementation of super-resolution
technology for video up-conversion aimed on television and broad-
cast applications.

2. TRADITIONAL APPROACH

SR is technique that enhances the resolution of an imaging sys-
tem. This technique uses additional image information for high
resolution. It may be information from single or multiple input im-
ages. Single image SR method extracts high-resolution image de-
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Figure 1: Reconstruction of single super-resolution image based
on analysis of several images.

tails from a single low-resolution image, which cannot be achieved
by simple sharpening [3] and traditional interpolation. It uses other
parts of the low resolution images to guess how the high resolution
image should look like.

Multiple-frame SR is a method based on idea of using information
from several images to create one up-scaled image. In particular,
the source video sequence contains similar, but not identical infor-
mation. The additional information available in these frames makes
possible the reconstruction of visually superior frames at higher res-
olution than that of the original data. This method tries to extract
details from one frames to reconstruct other frames. The SR algo-
rithms are possible only if aliases exist, and the images have sub-
pixel shifts. [3] This approach differs a lot from some sophisticated
image up-scaled methods which try to synthesize artificial details.

Generally, there are three critical factors affecting super-resolution
restoration. Firstly, reliable sub-pixel motion information is es-
sential. Poor motion estimates are more detrimental to restoration
than a lack of motion information. Secondly, observation models
must accurately describe the imaging system and its degradations.
Thirdly, restoration methods must provide the maximum potential
for inclusion of a priori information. [4]

3. GENERAL SUPER-RESOLUTION APPROACH

Multiple-frame SR for video sequences uses information from the
sub-pixel shifts between several frames of the same scene within
a video. This pixel shift is caused by a relative motion between
the scene and camera. The video with improved resolution can be
created by merging the data from a set of low-resolution frames
taking the relative pixel shifts into the account. SR works when
several low resolution images LR(x,y) contain slightly different
views of the same objects. In this case total information about the
object is much higher than information in one frame. Using existing
information from current frame LR;(x,y) and getting additional
sub-information from several previous ...LR;_n,...LR;_2,LR; 1
and several next LR;y1,LR;y2,..,LR;{y,.. frames we can recon-
struct high resolution image H R;(z,y). Simplified method of re-
construction may be defined as function F from several frames(1).
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HRz(x’y) = F( LR;_, (mi—nayi—n) )
o )]
LRitn (Titn,Yitn) )

The methods discussed in other papers usually describe the re-
construction of H R in ideal conditions. Under these conditions
all compensated objects precisely assist in concerned frames LR
and every sub-pixel shifts are found and position in other frames
(z;,y;) are exactly known. Actually it is important to know if
we afford to use sub-pixels from neighbour frames or we have to
amount current low-resolution frame information only. It involves
irregular structure of reconstruction on non-uniformly spaced sam-
pling grid and smart image recognition. The registration of low-
resolution image sequence results in a composite image of samples
on a non-uniformly spaced sampling grid. These sample points are
interpolated and positioned over the high-resolution sampling grid.
However, despite the simplicity of such model it does not take into
consideration the fact that samples of the low resolution images
cannot be results of ideal sampling and relative pixel shifts cannot
be known a priori. This results in the fact that the reconstructed im-
age does not contain the full range of frequency content that ideally
could be reconstructed. Practical implementation of SR shows that
high resolution and quality are unachievable without strong model
of data points recognition and detection. Also high quality interpo-
lation base is necessary. The expanded formalization of SR imple-
mentation can be described as

HRi(l'hr,yhr) = F( LR;—n (xlri,n,yylm,n) )

LRH»n (xlri+n7yl7‘i+n) )
INT (LR;, Znry Ynr) )

2

Due to all these limitations the most important key factors for ef-
ficient super-resolution processing are quality of generalized up-
scaling, accurate motion estimation and robustness of the super-
resolution construction procedure that creates uniform set of data
points from non-uniform points mesh. Below, in this work, we will
consider all of these three factors separately.

3.1 Non-uniformly sampled grid interpolation

The first step of SR is high quality up-scaling. It is fundamental
point for both the motion estimation and super-resolution construc-
tion procedure. The best decision is to use multivariate harmonic
interpolation with non-uniform mesh nodes. In signal processing,
a sinc filter is an idealized filter that removes all frequency compo-
nents above a given bandwidth, leaves the low frequencies alone,
and has linear phase. The filter’s impulse response is a sinc func-
tion in the time domain, and its frequency response is a rectangular
function. [3] In digital signal processing and information theory, the
normalized sinc function is commonly defined by

sinc(x) = ST

3)

T
The Lanczos filter is a windowed form of the sinc filter. Its impulse
response is the normalized sinc function sinc(z) windowed by the
Lanczos window. The Lanczos window is itself the central lobe of a
scaled sinc, namely sinc(x/a) for a from —a to a (the central lobe
scaled to run from —a to a). The resulting function is then used as
a convolution kernel to resample the input field. [5] Its formula is
given by:
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Figure 2: Smart Lanczos interpolation with non-uniform mesh
nodes.
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The Lanczos filter has been compared with other filters, particularly
other windowing of the sinc filter. Lanczos is the best compromise
in terms of reduction of aliasing, sharpness, and minimal ringing.
Nevertheless, the regular structure and linear nodes do not give the
best results.

Proposed approach uses different weight coefficients for different
mesh nodes to improve visual quality of interpolated images. Anal-
ysis of the morphological structure of image and individual choice
of weight coefficients allow to select correct nodes for high quality
interpolation and make precise motion estimation. One way of pos-
sible adapted smart Lanczos interpolation with non-uniform mesh
nodes is described in Figure 2. It is an example of 4x up-scaling
where:

[] black nodes are pixels of based input image,

[] white nodes are pixels of regular vertical Lanczos interpola-
tion,

[J dark gray nodes are pixels of possible horizontal interpolation,

[] light gray nodes are results of total non-uniform interpolation.

Schema of non-uniform mesh nodes can be different and adapts for
input image structure and combines different Lanczos windows for
different types of images.

3.2 Heterogeneous motion estimation

The large regions overlap that usually exists between successive
frames of the same sequence and the multiple sampling of this re-
gions in several frames, yield the conclusion that it is possible to
combine this information to achieve higher spatial resolution im-
ages. Motion estimation techniques are used to find this overlap-
ping areas from frame to frame. [6] The resulting motion vectors
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must be at least sub-pixel precision to provide useful information
for SR. For the best quality results quarter-pixel precision is used.

Most papers dedicated to super-resolution construction claim that
image registration is known a priori. Meanwhile, image registration
or in other words accurate inter frame motion estimation is a crucial
component of super-resolution processing. Insufficient accuracy of
image registration inevitably leads to significant quality degradation
and makes super-resolution approach nearly useless.

Most popular yet powerful enough practical motion estimation ap-
proach utilizes the sum of absolute differences (SAD) as a criterion
for image templates matching (5).

j=n—1i=m-—1

SAD — Z Z [11(3,5) — I2(, 7)) ®)
i=0 =0

This technique is used in many video coding applications [7] and
characterized by high computational simplicity. However, there are
number of know lacks of SAD approach what makes it less appli-
cable for super-resolution image registration then for video com-
pression [8]. A Most noticeable problem of SAD-based matching
is inconsistency in the case of sufficient noise additions and average
brightness (DC component) change.

Many papers dedicated to the problems of image registration and
template matching point on morphological hit-or-miss criteria for
image matching [9, 10, 11, 12]. The proposed approach com-
bines the power of both methods for creating computational ef-
ficient and effective image registration approach. The proposed
method of motion estimation combines computational simplicity
of SAD based methods and efficiency of morphological analy-
sis M SC(Morphological search criteria)(6) It as defined as mor-
phological SAD - M SCSAD(7) where kSAD and kM SC' are
weighting factors.

MSC =Y " (MAX; |L(i,j) — (i, j)| —
. (6)
MIN; |I (i, §) — I»(i, 5)|)

@)

kSAD
MSCSAD = (SAD MSC) x (k Y sc)

Position that turns out to be the most similar to the current image
pixel in the reference frame, is given by the candidate with the min-
imum M SCSAD value:

MSCSAD(zir,yir) = MINvygyy (MSCSAD(z,y)) (8)

For precise search and future accurate reconstruction it is important
to select the best candidate from operating positions and to under-
stand if this candidate affords to give additional resolution indeed or
such position does not exist at all. It is proposed to use complicated
pyramid structure of motion estimation with several steps for par-
celling out input images and separating background and foreground
with objects combining.

As a result of motion estimation and object detection we have
half/quarter pixel motion vectors, values of M .SCSAD and map
of objects and theirs motion. This parameters give us information
for SR reconstruction and possibility to construct strong criteria for
its employment.

Russia, St.Petersburg, September 20-24, 2010
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3.3 Super-Resolution frame construction

Registering a set of low-resolution images using motion compensa-
tion results in a single, dense composite image of non-uniformly
spaced samples. The super-resolution image can be constructed
from this composite using techniques for reconstruction from non-
uniformly spaced samples. Restoration techniques are sometimes
applied to compensate for degradations [11]. Description of iter-
ative reconstruction techniques can also be noticed [13]. Such in-
terpolation methods are unfortunately overly simplistic. Since the
observed data result from severely down-sampled, spatially aver-
aged areas, the reconstruction step (which typically assumes im-
pulse sampling) is incapable of reconstructing significantly more
frequency content that is present in a single LR frame. Degradation
models are limited, and no a priori constraints are used. There is
also question of the optimality of separate merging and restoration
steps.

Hence, the construction of super-resolution frame can be formu-
lated as an approximation of non-uniform mesh by the uniformly
positioned set of samples. Proposed approach uses different weight
coefficients for different mesh nodes to improve visual quality of
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Figure 5: Schema of down-up-conversion for objective quality
measurement.

interpolated images. Analysis of morphological structure of image
and individual choice of weight coefficients allows to select correct
nodes for high quality SR reconstruction.

4. QUALITY MEASUREMENTS

We will relay on two quality measurement criteria subjective and
objective. As for objective quality metric a peak signal to noise ra-
tio (PSNR) is usually used in practice. It is an engineering term
for the ratio between the maximum possible power of a signal and
the power of corrupting noise that affects the fidelity of its repre-
sentation. This criterion is usually defined via mean squared error
(MSE)

MSE =

W-H [Il(ivj)—b(i,j)]z 9)

The PSNR can be defined as

MAX;
vVMSE

Meanwhile, in case of up-conversion we do not have the reference
video with the appropriate frame size because such video can be
only obtained by some other up-conversion method from the input
and any alternative up-conversion approach will add its own con-
version error. To avoid this problem we can use the results of some
typical down-conversion as input data (see Figure 5).

PSNR =20 -log,( ) (10)

In this case the output results of up-conversion routine can be ob-
jectively measured against input signal such as PSN R(In, Out).

Subjective evaluation is another important measurement approach
because objective metrics such as PSN R cannot fully substitute
manual visual perception. During the subjective testing such visual
characteristics as video stability, aliasing effect and overall impres-
sion were manually evaluated.

For quality testing, we use in this paper two typical image se-
quences. The first one, Shields, is a sequence with moving back-
ground containing many small details and texts and local motion
on foreground. The second one, Mobcal, is a sequence containing
global motion on background and fast motion on foreground. Both
H R test image sequences are first down-scaled to LR by a factor
of 2 in both vertical and horizontal directions. After LR sequence
is reconstructed by different interpolation methods and concerned
SR algorithm and compared with subjective and objective quality
measurement criteria (see Figure 6).

Figures 6 and 7 show input LR frame and results of its bilinear,
bicubic and Lanczos (window size a is 3) interpolations and SR
transformation. Figure 7 also contains diagram of peak values of
PSNR in comparison.

Quantitative PSNR comparisons between reconstructions for
whole test sequences and distinctive selected regions in the images
are in Table 1.According to quality measurements and visual com-
parison SR allows efficiently reconstruct low-resolution video to
high quality and resolution video. As compared with different inter-
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Figure 7: Objective PSNR measurement.

polation methods SR significantly increases resolution within small
detailed and slow motion videos. Fast moving videos are recon-
structed with the same quality and objective quality measurements
as Lanczos interpolation.

5. CONCLUSION

The work demonstrates one possible approach for efficient im-
plementation of high-quality up-conversion solution. The authors
demonstrate how to resolve the problem of high computational
complexity of every super-resolution solution without degradation
of output visual quality. Proposed algorithms allow to build com-
putational efficient solutions on various DSP or GPU platforms. At
the same time the efficiency of computation does not affect visual
quality of the proposed solution.

The results of objective and subjective quality comparison against
well-known spatial domain based alternatives displays that method
given exceeds the results of traditional algorithms in both subjective
and objective fields.

A reasonable trade-off between quality of up-conversion and rel-
atively low computational complexity of proposed method allows
to design the real-time high-quality video up-conversion devices on
various DSP or GPU platforms that will address the problem of ef-
ficient SD-to-HD video conversion.
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Bicubic Lanczos3 Super

Interpolation Interpolation Resolution

Average Max Average Max Average Max

PSNR PSNR PSNR PSNR PSNR PSNR
Shields (moving
background with
small details) 30,69 | 31,03 | 31,22 | 31,97 | 32,13 | 32,94
Shields (moving
background without
small details) 33,48 33,71 33,99 | 34,22 | 34,24 | 34,57
Shields (local
motion
on foreground) 31,82 32,25 32,98 33,26 33,21 33,78
Shields 31,89 | 33,12 | 32,14 | 33,69 | 33,12 | 35,00
Mobcal (global
motion
on background) 32,24 | 3296 | 32,68 | 33,09 | 33,56 | 33,97
Mobcal (moved text
on foreground) 29,22 29,87 30,12 30,65 31,31 31,86
Mobcal (fast motion
on foreground) 31,21 31,94 31,58 32,15 31,64 32,12
Mobcal 30,52 | 31,64 | 31,19 | 32,78 | 32,01 | 33,14

Table 1: PSNR comparison on different parts of images.

Reconstruction of | Reconstruction of Anti- Clearness
details with slow details with fast aliasing
or without motion motion effect
Shields Better Same Better Better
Mobcal Better Same Better Better

Table 2: Subjective visual quality SR in comparison with Lanczos3
interpolation.
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Abstract

A robust space/spatial-frequency representation for analysis
of two-dimensional signals corrupted by heavy tailed noise is
proposed. The L-estimate forms of robust short-time Fourier
transform and spectrogram for 2D signals are introduced.
They are used to define a non-stationary space-varying
filtering procedure in the space/spatial-frequency domain.
The efficiency of the proposed procedure is tested on the
examples with interferogram images affected by a mixed
Gaussian and impulse noise.

Keywords: robust space/spatial-frequency distributions, L-
estimate spectrogram, robust space-varying filtering.

1. INTRODUCTION

In many real applications, such as communications, signals are
often corrupted by the noise. Depending on its statistics, the noise
is usually Gaussian, impulse, or the mixture of these two that is
generally considered as a heavy tailed noise. The heavy tailed
noise is present in images as film grain noise, photoelectronic
noise, salt and pepper noise, etc.

Analysis and processing of stationary signals is performed either
in the time/space or in the frequency domain. However, for
signals that exhibit highly non-stationary characteristics, the joint
time-frequency domain should be used [1],[2], or equivalently the
space/spatial-frequency domain in the case of two-dimensional
signals [3]. Thus, an efficient approach in image filtering could be
obtained by using the concept of space-varying filtering based on
the space/spatial-frequency representation [4]-[7]. However, the
standard time-frequency and space/spatial-frequency
representations produce poor results in the presence of heavy
tailed noise. This kind of noise requires a special approach and
formulation of the robust forms. Therefore, various robust forms
of time-frequency distributions have been introduced for one-
dimensional signals [8]-[9], for instance, the robust spectrogram
and short-time Fourier transform. It has been shown that the L-
estimation signal representation provides the best results for the
mixture of Gaussian and impulse noises.

This paper represents an extension of robust approaches to the
space/spatial-frequency representations used for non-stationary
two-dimensional signals (e.g. images). The two-dimensional
forms of L-estimate short-time Fourier transform and L-estimate
spectrogram are introduced. Based on the robust representations
of noisy images, a procedure for robust space-varying filtering is
proposed. A suitable filter support function is defined by applying
an energy floor to the L-estimate spectrogram. This approach
provides successful image filtering, recovering the image quality.
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The paper is organized as follows. The robust L-estimate forms of
two-dimensional short-time Fourier transform are proposed in
Section Il. The robust space-varying filtering approach is
proposed in Section Ill. The experimental results are presented in
Section 1V, while the concluding remarks are given in Section V.

2. TWO-DIMENSIONAL L-ESTIMATE FORMS OF
THE SHORT-TIME FOURIER TRANSFORM AND
THE SPECTROGRAM

Time-frequency distributions have been used for analysis of non-
stationary signals, corrupted by noise. If the noise has a heavy
tailed probability density function, the robust distribution forms
should be used. In the sequel, the robust space/spatial-frequency
distribution for two-dimensional signals is defined.

Consider the two-dimensional noisy signal:

X(ng,n2) = s(ng,n2)+ n(my, ny), 1)

where s(ng,ny) is a complex-valued two-dimensional signal
corrupted with complex-valued noise v(nhy,n,). We may assume
that the noise represents a mixture of Gaussian and impulse noise
that usually appears in real applications. In order to provide an
efficient space/spatial-frequency analysis, the L-estimate robust
short—time Fourier transform (STFT) can be used [10]. Following
the concepts introduced for one-dimensional signals, the two-
dimensional L-estimate robust STFT can be defined as follows:

N/2-1 N/2-1
STFTL(Lnp K ko) = D0 > a3, (1 (M., Ky ko) +
p=——N/2q=—N/2 2

+j ! ip,q(nl’nZ’kl'I(Z))r

where,
Fp.q (N2, Ky, Ky) € R(ng, g, kg, k),
R(ny. Ny, Ky Kp) = {Re(%, ). my,m, € [-N/2,N/2)}, ‘)
Ip.q (N Nz, Ky, ky) € 1(ng,ny, Ky, k),
1(y, 0,k ko) = {Im(x, ), my,m, € [-N/2,N/2)},
and
Xn,m = X(M +my, N + mz)e—jZﬂ(m1k1+m2k2)/ N. 4
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The elements: 1, (N, Ny, K, kp) and i, o (g, ny,Ky,ky) are sorted
in non-decreasing order as:

rpyq(nl, n, ki, ky) < rp,qﬂ(nl, Ny, Ky, Ky)

Moq (NN K, Ko) < 1oy (Mg, Ky, K5)
and

ip.q (NN Ky Ko) < gua (M ke ko)

g (NN, Ky, Ka) < o (N ng Ky Ky)

In order to efficiently remove impulses and preserve good
resolution, the weighting coefficients a, and a4 are designed in
analogy with coefficients of a-trimmed filter used for image
filtering in the space doamin. For one-dimensional case these
coefficients are given as [10]:

1
— for p, N-2)a,a(2—N)+ N -1]
a, =a, = N(1-2a) + 4a PaeliN-2)a.a2=N) )
0, elsewhere,

where N is even, while the parameter o takes values within the
range [0,1/2]. In order to clarify the influence of the parameter o
value to the noise reduction let us consider the illustration in
Figure 1. Namely, after the sorting operation the coefficients
corrupted by impulse noise will be located at the beginning and at
the end of the sorted sequence. The noise-free coefficients and
coefficients corrupted by Gaussian noise will be in the middle
part of the sorted sequence. In order to remove the impulse noise,
the weighting coefficients a, and ay should be zero in the regions
where impulse noise exist. Also, it is well known that standard
average filter provide good result in the presence of Gaussian
noise. Thus, to remove the Gaussian noise the average value of
the middle part of the sorted sequence should be calculated.

Impulse Impulse
noise noise

[ [ ]

0 (N-2)a. N-1-(N-2)o  N-1

H_/ H_/

a=0 a=1/(N(1-20)-4a) a=0

Figure 1. Influence of parameter o to the noise reduction

Higher o provides better reduction of impulse noise, while
smaller o improves spectral characteristics. Thus, the value of the
parameter o should be carefully chosen. As a special cases, for
0=0 and o=1/2 the standard and median distribution forms
follow, respectively.

Based on the real and imaginary parts of the L-estimate STFT, the
two-dimensional L-estimate spectrogram is defined as:

SPEC, (n,ny, ki, k) =

(6)
= Re{STFT,_(n;, Ny, ky, ko)1 + Im{STFT, (ny,ny ky, ky))

Russia, St.Petersburg, September 20-24, 2010

where STFT, is the L-estimate short-time Fourier transform.

Calculation of the 2D L-estimate STFT

The direct implementation of above equations may result in
complex and computationally demanding procedure for
calculation of the 2D L-estimate STFT. In order to define more
appropriate calculation procedure, let us start with realization of
the 2D Fourier transform. It is well known that 2D Fourier
transform of a signal x(ny,n,) can be calculated as:

FFT2(x(n,,n,)) = FFT(FFT(x(n,n,))")

where T denotes transposition operator. Since the STFT represent
the windowed version of the Fourier transform, the similar
concept can be used for calculation of the 2D L-estimate STFT.
The procedure for 2D L-estimate STFT calculation based on the
1D L-estimate STFT is presented in Figure 2. The first step is to
multiply image rows with corresponding basis functions, which
are the same as in the Fourier transform. In order to distinguish
coefficient corrupted by impulse noise and coefficients corrupted
by Gaussian noise, the obtained products are sorted. The sorted
sequences are further multiplied with weighting coefficients a
and summed, to obtain the noise free time-frequency
representation of image rows. In order to obtain noise free
space/spatial-frequency representation the same procedure is
applied on the columns of time-frequency representation.

3. ROBUST
BASED FILTERING

SPACE/SPATIAL-FREQUENCY

The stationary filtering can be used in the case when signal and
noise do not overlap in space and frequency domain. Otherwise,
the space invariant filtering produces poor results. In these
circumstances, the nonstationary space-varying filtering can be
used [4]. Namely, the signal and the noise can be separated within
the joint space/spatial-frequency domain, which is a basis for an
efficient space/spatial-frequency filtering procedure. However, if
the present noise is mixed Gaussian and impulse noise, the
standard distributions cannot provide good representation [10].
Namely, by using standard distributions (as in [4]), the coefficient
affected by impulse noise could be of higher strength than true
signal coefficients. It may result in inappropriate filter design, and
consequently in poor quality of filtered image. Thus, in the
presence of mixed Gaussian and impulse noises, the robust form
of space/spatial-frequency representation should be used to derive
an optimal nonstationary filter.

In analogy with one-dimensional case, the nonstationary 2D
space-varying filtering can be generally written in the form [4]:

a a b b
H Y)= h(x+ —,x- —,y+ —,y- —
(Hs)(x,y)= T 1 h(x S X YTy 2)r ,

ab ()

rw(a,b)s(x+a,y+ b)dadb,

where h(x,y,a,b) represents the impulse response of the space-

varying 2D filter, while s and w are signal and window function,
respectively. The 2D window should be separable and
symmetrical. The support function can be defined as follows:
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Figure 2. Algorithm for realization of 2D L-estimate STFT based on 1D L-estimate STFT
a « BB function L. Obviously, a precise determination of Ly, is related to
Ly (X, y, 05, 0y) = I I h(X+?X—? y+o Y—E)X the precise determination of the region R.
ap ®)

e @By o

By using the L-estimate STFT, the robust form of the space-
varying filter can be obtained. Namely, based on the Parserval
theorem, the output of the L-estimate space-varying filter is
defined according to:

1
(HOY) =—5 [ [ Lu(y,00,0,)STFT (%04, 0y)do,do,.
4 ox oy
)
The support function Ly (x,y,x, wy) is defined as Weyl symbol
mapping to the space/spatial-frequency domain. Assuming that

the signal components lie inside the two-dimensional region Ry,
while the noise is outside this region, the support function

Ly (X, Y, @x, @y ) is usually defined as:

1 for (X,y,a)x,a)y) €Rs

Ly (Xvavawy)z{ . (10)

0 for (x,y,a)x,a)y) ¢ Rs

The discrete form of (10) that is suitable for practical reaizations
can be written as follows:

(HOM o) = 3> Lyy (mg,ng,ky ko) STFTL (mg,np ke ko) (11)
kp k2

Therefore, to perform the space-varying filtering we should
calculate the L-estimate 2D STFT and determine the support
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Hence, in order to define the support function that will allow
efficient noise filtering, we consider the set of points D defined by
using the robust L-estimate 2D spectrogram:

D:{(nl,nz,kl,kz)|SPEC|_(n1,n2,k1,k2)>§} (12)

where & represents the energy floor. Therefore, D contains only
the positions of relevant signal components within the
space/spatial-frequency representation of noisy signal. The energy
floor is defined as a portion of the maximal value of L-estimate
2D spectrogram:

AIog[max{SPECL(n1,n2,k1,k2)}
£=210 \fke (13)

Finally, the support function of the nonstationary space-varying
filter can be defined in the form:
1 for (n.np.kg,kp)eD

L Ny ke, ko) = .
H (M. N2,k k2) {O for (m,no,ky, ko) e D

The proposed robust space-varying filtering of images can be
summarized through the following steps:

1. Place a center of a two-dimensional window in the pixel
on the position (ny,ny)

2. Calculate the L-estimate STFT (STFT.) for windowed
part of signal
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3. Calculate the L-estimate spectrogram SPEC, based on
the STFT,

4. Choose A and compute the energy floor &

Determine the support function Ly by using SPEC_ and
g
Calculate the filter output by using Ly and STFT,

Repeat the procedure for each image pixel.

A simple block scheme of the filtering procedure is illustrated in
Figure 3.

ni+mi,n;+m;

- i -{ 2D STFT, |+ 2D SPEC;

1 | | ] | ;
n ;
SIS lhh\\ S . - y IED support

\\_ 4 | % 4 function

np-mgana-my | B nz-m; '
I O I 9015 ¢ ‘
I | !

Figure 3. The scheme of the robust space-varying filtering

np-mynyrmj

-
¥

4. EXPERIMENTAL RESULTS

The proposed approach for the robust space/spatial-frequency
based filtering is tested on the numerical example. The analytical
image is given in the form:

s(ny,ny) = cos(207r(n1 ~0.75)% + 227(ny —0.75)2)+ ”
+05e j(—100cos(zm / 2)-100cos(zny /2)).

Note that the considered signal has a form of interferogram image
that appears in the optics. The noise is defined as:

v(ny,ng) = 0.50 (g, np) +0.5 3 (g, np) (15)

where v;(n;,n,) and v,(n,n,) are mutually independent
Gaussian noises (zero mean with variance equal to 1).

The original noise-free signal s(n;,n,) is shown in Figure 4.a. The
signal: x(ng,ny) =s(n,ny)+v(ng,ny) is illustrated in Figure 4.b.
Note that the signal x(ny,n,) is quite affected by the noise. Firstly,
consider the filtering procedures in the spatial domain: the
stationary median filtering and filter proposed in [11]. The mask
3x3 is used for booth filters. As shown in Figure 4.c, the median
filter produces poor results, and the image quality is even worse
than before the filtering operation. The result obtained by filter

Russia, St.Petersburg, September 20-24, 2010

proposed in [11] (Figure 4.d) are better compared with median
filter, but the quality of filtered image is not good especially in
the regions with high non-stationarity. Further, we analyzed the
procedures in the frequency domain: low pass filtering with cutoff
frequency f=f../2 (provide reduction of Gaussian noise) and
band-stop filtering with boundaries f,=3f/4 and fi=fa,/4
(provide reduction of impulse noise [12]). The results are shown
in Figure 4.e and Figure 4.f, respectively. Note that the noise
remains present in booth cases, and the quality of filtered image is
not satisfactory. The best results are obtained by using the
proposed robust space-varying filtering (Figure 4.g). Note that the
robust space-varying filtering provides very successful results,
providing good quality of filtered image that is close to the
quality of original noise-free image.

The proposed robust space-varying filtering is performed by using
the L-estimate STFT and spectrogram. The L-estimate forms are
calculated by using parameter a=3/8. Namely, this value provides
satisfying trade-off between noise reduction and distribution
concentration. The window size is 64x64. The energy floor is
calculated by using A=0.8.

5. CONCLUSION

The L-estimation based space-spatial-frequency representation is
proposed. Namely, for analysis of two-dimensional signals
embedded in heavy tailed noise, the robust forms of
multidimensional short-time Fourier transform and spectrogram
are introduced. Based on these representations, the concept of
non-stationary space-varying filtering is defined. Since it is based
on the robust space/spatial-frequency analysis, the proposed
procedure provides efficient filtering of a mixed Gaussian and
impulse noise. Even for a high amount of noise, the filtered image
retains good quality that is close to the original non-noisy image.
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Abstract

Ringing artifacts arise near edges in highly compressed
JPEG2000 images. This paper proposes original image ringing
detection and suppression techniques. On the first stage edge
detection and ringing estimation algorithms are applied to
calculate the ringing map of a compressed input image. On the
second stage this ringing map is utilized to adjust the smart
bilateral filter for effectively protecting the image detail from blur
effect. Experimental results show that the proposed smart bilateral
filter allows to remove ringing artifacts while introducing no
additional blurring and thus to increase visual quality of
compressed JPEG2000 images.

Keywords: image compression artifacts, JFPEG2000, ringing,
blurring, bilateral filter, ringing map

1. INTRODUCTION

The work presented in this paper is motivated by the ringing
distortion concealment for highly compressed JPEG2000 images.
JPEG2000 is the latest international still image compression
standard. It offers a strong compression performance with many
practical features [1]. Considerable fidelity loss, namely
compression ratio of about 40:1 or even 100:1, generally is
acceptable in JPEG2000 compression. In this paper we propose a

post-processing technique that can efficiently improve visual
quality for highly compressed JPEG2000 images.

Unlike the DCT-based compression methods, JPEG2000 doesn’t
produce blocking artifacts, but it introduces ringing and blurring
artifacts into an image. Ringing effect (Gibbs phenomenon) is
caused by the quantization or truncation of the high frequency
coefficients. Moreover, it appears as distortion along sharp edges
in an image. Ringing artifacts are, in general, more difficult to
characterize and remove than block-transform compression
artifacts. Blurring is another artifact resulting from the absence of
high frequencies in highly compressed images. It appears around
the sharp edges, and all image details become blurred. This effect
is very similar to ringing artifact, and sometimes it is hard to
distinguish between them. The difference between these two
effects is that they appear on different sides: horizontal or vertical
(Fig. 1).

One of the main problems of ringing artifacts removal is to detect
the presence of ringing effect and to estimate the necessary
ringing suppression level. A few algorithms which estimate
ringing and blurring level in compressed images have been
proposed recently [2-6]. In [2], ringing effect is modeled by ideal
low-pass filter which truncates high frequency data. Image
ringing level is estimated using the analysis of ringing level of 1D
normal cross-sections of image edges obtained by an edge
detection algorithm. A full- and no-reference blur metric and a
full-reference ringing metric are proposed in [3].

N
Ringing Blur Area
-
|
|
Al
|
N _
Ringing !
| '
N / ........
One dimensional signal
---- original
—— distorted

Fig. 1. Ringing and edge blur in one dimensional signal
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The proposed metrics are defined in the spatial domain and are
based on the analysis of the edges in an image. The ringing
metric is defined as maximum of the differences between pixel
values of the reference image and the processed image in the
edge neighborhood. In [4], wavelet decomposition is used and
ringing effect is measured for JPEG2000 compression as a
difference between correlations of neighbor coefficients of
different wavelet subbands. The work [5] does not introduce a
ringing estimation method, but it presents an algorithm to find
regions where the ringing effect is the most visible. It is based on
luminance masking and texture masking as typical for the human
visual system. In [6], a no-reference ringing detection method
using Gabor filtering was suggested. It shows good results but it
fails if image contains periodic structures like fence, geometrical
textures, etc.

Several wavelet-based de-ringing algorithms have been proposed
in [7-10]. Fan and Cham [7] perform edge reconstruction on
wavelet-based compression images using a model-based method.
However it cannot achieve image enhancement when the image
carries less edge distortion or deadly distorted edges. In [8], a
new edge directed filter for wavelet-based images is proposed. It
adopts a Partial Difference Equations based (or PDE-based)
iterative algorithm. The method can get image quality
enhancement, although the computation cost is high. Nosratinia
[9] employs further compression to the shifted versions of the
received image and selectively cuts off the high frequency signal
of them. In [10], adaptive nonlinear filtering method to reduce
ringing artifacts in the received image is proposed. The
coefficients around edge areas are selectively processed in spatial
domain and each decomposition level. The shift variance
character of decimated wavelet transform in JPEG2000 is
utilized. Several shift versions of the received images are used to
estimate the variance of the compression noise.

The problem of image de-ringing after JJEG2000 compression is
also considered in [11-15]. The de-ringing algorithm proposed in
[11] utilizes a quad-tree partitioning scheme for post-processing
the reconstructed image in a spatially varying manner. Voting
strategy is used to determine a set of morphological filters for
reducing the ringing artifacts. In [12], each pixel value is replaced
with a function of the values of neighboring pixels that are within
a specified window. To avoid conflict with the above goal, that is
smooth shade regions and sharp edges, the de-ringing algorithm
uses a number of adaptive noise reduction algorithms. In [13],
binary morphological operators are used to isolate the regions of
an image where the ringing artifact is most prominent to the
human visual system. Then a gray-level morphological nonlinear
smoothing filter is applied to the unmasked regions of the image
under the filtering mask to eliminate ringing within the constraint
region. An adaptive nonlinear diffusion method to reduce ringing
artifacts is proposed in [14]. The diffusion coefficient is defined
as the linear combination of three membership functions that
correspond to the different gradient scales. The parameters are
tuned using a stochastic optimization technique so that the
diffusion coefficient can adapt to the given image data to achieve
better restoration performance. In [15], a maximum likelihood
approach to the ringing artifact removal problem is presented. It
employs a parameter estimation method based on the k-means
algorithm with the number of clusters determined by a cluster
separation measure.

Despite the fact that essential progress has been reached, the
problem of ringing artifact removal still remains actual. None of
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the proposed no-reference ringing estimation metrics can
effectively detect ringing artifacts and measure their level in
general case. Most of the proposed ringing reduction schemes
introduce additional blurring into processed images. Others have
too high computational cost. That’s why we propose ringing
detection and ringing removal algorithms which are deprived of
the described above lacks. Our scheme achieves ringing reduction
while preserving the same level of blurring artifacts.

The rest of the paper is organized as follows. In section 2, we
introduce a blurring estimation metric. In section 3, we introduce
a method of ringing level estimation in compressed JPEG2000
images. In section 4, we propose the smart bilateral filter for
ringing artifacts removal. In section 5, we present experimental
results of applying of the proposed filter. Section 6 concludes the
paper.

2. BLURRING METRIC CALCULATION

JPEG2000 encoder uses separable wavelet transform with
biorthogonal Daubechies 9/7 wavelet-basis [1] for image
compression. This transform is applied consistently first to rows
and then to columns of an image. That’s why it is quite enough to
consider the influence of JPEG2000 compression algorithm only
on image rows.

Let’s consider an image row {xl, X ,xN}, where x, — image

20
pixel luminance value. To detect edges on this row we apply
Sobel filter. The result of this operation is a set of values
{P1, Pyy - P > Where K < N, which indicates the position of

edges in the row.

For each point p, we find the location of the local luminance
extrema closest to the left — |, and the local luminance extrema
closest to the right — r. . The local blur metric for one edge we
define as Wy =1 — Ik . Edge width on an image is numerically
equal to W, -

The Blurring Metric (BM) of an image we then define as the
average value of local blur metrics calculated for each of M rows:

izwm

BM =Lkt 1)

M
2K

i=t

On the basis of experimental results the top threshold value of the
blurring metric, which is not exceeded for natural compressed
images, has been calculated. Taking this threshold value into
account, normalized blurring measure has the following form:

Osmsl. 2
20

The proposed algorithm lends itself to both a full-reference and a
no-reference implementation. The difference between them is that
a set of values {p,, p,, ..., p, | indicating the position of edges,
is calculated for original images in the case of full-reference
metric, and for decoded images in the case of no-reference
metric.
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3. RINGING METRIC CALCULATION

The results acquired on the stage of blurring level estimation are
used to construct the ringing metric. Let’s define the local ringing
metric for the edge with position Py as:

(Wring)k :\max(xi - X;)—min(x; - Yi)‘x‘wf - Ik‘+
+|max(x; - %) = min(x; = X)) x|w; =1, (3

ie[pk_wfllk]’

je[rk7pk+wf]y

where X = original image pixel luminance value, il — decoded
image pixel luminance value, W - the fixed ringing width

which was acquired during the analysis of distortion factors
influence on the ideal signal. On the contrary to the blurring
metric’s calculation, the point p, must be located strictly in the

middle of the edge, i.e. ‘lk — pk‘ = ‘rk - pk‘.

To estimate the total ringing level we calculate the average value
of received local ringing metrics. The sum is taken only over
those Py for which local ringing exists. In this case, the resulting

Ringing Metric (RM) will show the amplitude of ringing artifacts,
taking into account the size of a region where they appear, and
will not depend on other types of distortions:

ii(wﬂng)hj

== 4)
>1
P«
On the basis of experimental results the top threshold value of the

ringing metric, which is not exceeded for JPEG2000 compressed
images, has been calculated:

RM =

0<™M . (5)
512

As the ringing estimation algorithm uses the original image, it
supposes only full-reference implementation. It is necessary to

note that the ringing metric includes all operations for the blurring
metric’s calculation.

4. SMART BILATERAL FILTER FOR RINGING
REDUCTION

Let’s consider the influence of bilateral, median and linear low-
pass filters on ringing artifacts. We define the level of ringing
artifacts reduction as the percentage difference between the
ringing metric value before filtration and the ringing metric value
after filtration. By averaging the level of ringing artifacts
reduction on the whole test set (10 images); we acquire the
average level of ringing artifacts reduction. Results of this test for
each filter are presented in Table 1. Here CR stands for
Compression Ratio of test images.

Results of filter comparison show that the best reduction of
ringing artifacts can be acquired by the use of bilateral filter.
However, the visual and numerical analysis of the processed
images shows that bilateral filter introduces the greatest amount
of blurring into an image. For elimination of this lack we will try
to modify the scheme of bilateral filter, and to process not the
whole image and even not all edges but only those fragments of
an image where ringing is really visible. Actually it is necessary
to construct a ringing map for an image and then to filter only
those pixels which belong to this map.

On the first stage we detect all edges on the decoded image and
find segments[pk -w, /2, Ik)U(rk’ P + W, /2J for each location

of Pk - Each segment should be plotted on a map — an empty
image with the same size as the input image.

As the ringing metric considers only vertical edges, we apply the
same operations to horizontal edges. For this purpose we apply
horizontal Sobel filter and find Pk for each column of input

image. Then we consider the transposed column of the image,
find segments for each Pk and plot them on the corresponding

columns of the ringing map. It is necessary to note that acquired
ringing map will contain vicinities of edges which are subject to
blurring. Filtration of these areas will inevitably cause blurring
increase. Hence we should delete vicinities of edges from the
ringing map to preserve the level of blurring in the input image.
To carry it out we unite all areas on which the blurring metric is
calculated and subtract the received set of points from the ringing
map.

Table 1. Ringing level reduction using low-pass filters

) The average level of ringing artifact reduction (%)
Filter CR=25 CR=35 | CR=50 CR=75 | CR=100
Bilateral 6.83 11.49 13.76 14.01 15.69
Median 5.37 8.52 9.88 9.84 10.70
Linear 3.29 6.17 7.90 8.15 8.76
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Thus, the ringing map will contain pixels subject to ringing and On the next stage of the proposed ringing reduction scheme we
will not contain pixels subject to blurring. The ringing map, perform image filtration by bilateral filter. Filter mask is applied
containing areas of horizontally and vertically directed ringing, is only to those pixels which belong to the ringing map. Let’s define
imposed on an image. Examples of the ringing map calculated for this algorithm as smart bilateral filter. The described scheme of

several test images are presented in Fig. 2.

image processing is presented in Fig. 3.

; ﬁ?. i‘ k

;

=3

Fig. 2. Ringing maps for compressed test images (CR=17) “Barbara” (left), Scarlett (center), Peppers (right)

compressed image

JPEG-2000 Local ringing and blurring

Local ringing regions
—>> unification

level calculation . O
into the ringing map

v

from the ringing map

Processing of pixels
which belong
to the ringing map
by bilateral filter

The subtraction
of blurring regions — >

Fig. 3. Ringing detection and reduction algorithm
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Smart bilateral filter has same parameters as classic bilateral filter
[16, 17]: the mask size W, spatial mean square displacement o,

and luminance mean square displacement ;. For the purpose of

testing, these parameters have been fixed to the following values:
W=5, o,=3, 0;=05 Pixel luminance values have been

preliminary normalized to be distributed inside a segment [0, 1].

5. EXPERIMENRAL RESULTS

Comparative results of bilateral and smart bilateral filtering for
test images “Lenna” and “Baboon”, concerning the proposed
ringing and blurring metrics, are presented in Fig. 4. The received
diagrams show that in the case of low compression (CR<20), the
ringing reduction procedure leads to the opposite effect — natural
fluctuations of luminance are blurred by bilateral filter. The
growth of the ringing metric indicates that the algorithm’s
application is incorrect in the case of low compression. Filtration
of highly compressed images by smart bilateral filter gives high

level of ringing suppression with preservation of the same level
of blurring. Smart bilateral filter efficiency increases for highly
detailed images (such as “Baboon”). At the same time filtration
by classic bilateral filter leads to the substantial growth of
blurring in images and a slightly higher level of ringing
suppression.

Evaluation of the proposed algorithm by standard quality metrics
such as peak signal-to-noise ratio (PSNR) shows that classic
bilateral filter reduces image quality compared to smart bilateral
filter (Fig. 5). This is explained by the fact that classic bilateral
filter removes ringing artifacts not by smoothing fluctuations of
luminance but by blurring image edges.

Experimental results show that computing complexity of smart
bilateral filter compared to that of bilateral filter decreases with
the increase of image size (Fig. 6). For an image with 768 rows
smart bilateral filter works 1.5 times faster compared to classic
bilateral filter and for an image with 1024 rows — 2 times faster.

RM
0,35 I I
—&— Lenna (original)

—— Lenna (bilateral)

A—Lenna (smart bilateral)

0,3 &
/ A
A
A
0,2 /

RM
0,65 I I
—&— Baboon (original)
——Baboon (bilateral)
0,6
A~ Baboon (smart bilateral)

0,55
’ / 4

0,45
V4
L 4
0,4
0,15
17 25 35 50 75 100
17 25 35 50 75 100 cR CR
BM BM
0,7 0,7
0,65 0,65
. =—= — =
° /./‘/ 0,6
0,55 __m— 0,55 /.//./ /f
0,5 ./ /—//é 05 /f/
0,45 A/ 0,45 ///:/
0,4 ‘/ 0,4 A
5 —d 5
—
0,35 = 0,35
6/ —&—Lenna (original) 03 /N —&—Baboon (original)
0,3 —#— Lenna (bilateral) B ! —=—Baboon (bilateral)
0,25 A—Lenna (smartbilateral) | 0,25 X #—Baboon (smart bilateral)
0,2 | | 02 | | |
17 25 35 50 75 100 17 25 35 50 75 100 g
Fig. 4. Bilateral and smart bilateral filtration comparative results for “Lenna” and “Baboon” compressed images
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Fig. 5. Peak signal-to-noise ratio for “Lenna” and “Baboon” images processed by bilateral and smart bilateral filters
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Fig. 6. Computing complexity comparison of bilateral and smart bilateral filtration

6. CONCLUSIONS

Blurring and ringing distortions have strong nonlinear
dependence from each other. Suppression of one of these types of
distortions by standard filters can lead to the growth of another
type. Therefore there is an important problem of ringing artifacts
reduction with the preservation of the level of compressed image
blurring.

The proposed smart bilateral filter gives the solution of this
problem in application to JPEG2000 images. The application of
classic bilateral filter to the whole image requires much more time
than the application of smart bilateral filter to image fragment
belonging to the ringing map. Therefore computing complexity of
smart bilateral filter is lower even taking into account calculations
we perform to acquire the ringing map.
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Abstract

New edge detection method using FitzHugh-Nagumo reaction-
diffusion system with image-dependent variable diffusion coeffi-
cient is suggested. It avoids false edges arising for noisy images
and images with ringing in the case of commonly used constant
diffusion coefficient.

Keywords: edge detection, FitzHugh-Nagumo model, variable dif-
fusion coefficient

1. INTRODUCTION

Diffusion filtering methods are an effective tool for edge detection.
These methods usually use as a criterion the zero-crossing of the
second partial derivatives. As an example, Marr-Hildreth operator
is based on the zero-crossing analysis of image convolution with
the Laplacian of the Gaussian function(LoG). An alternative edge
detection method uses the difference of two Gaussian filters with
different diffusion coefficients(DoG, also introduced by Marr and
Hildreth) (see review in [1]).

The Gaussian filter is the solution of the diffusion equation. Thus
the computation of the difference of two Gaussian filters can be re-
placed by a numerical solution of the system of two diffusion equa-
tions with different diffusion coefficients. This replacement idea is
a basis of many filtering algorithms like anisotropic diffusion.

The idea to use the FitzHugh-Nagumo reaction-diffusion system of
equations for binary image edge detection was suggested in [2] by
Nomura et al. Later they suggested a modification of this algorithm
for greyscale images: local threshold value method [3]. Neverthe-
less, these methods produce false edges for noisy images and im-
ages with ringing artifact. In this paper, to overcome this problem
we propose to use the FitzHugh-Nagumo reaction-diffusion system
with image-dependent variable diffusion coefficient.

2. FITZHUGH-NAGUMO MODEL
The FitzHugh-Nagumo system can be represented as follows:

% = DyAu+ f(u,v),Q x [0,7],

% = Dy Av + g(u,v),Q x [0,T],

flu,v) = 2(u(l - u)(u—a) —v),
g(u,v) = u — bv,

U(II’, t’t = 0) = 1(1:7 y)7 Q’
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v($7 y?t = O) = 07 Q’
2190 = 2]9q =0,

where Q is rectangle [0, zo] X [0, yo], € is a small positive constant,
D,, and D,, are positive constants D,, < D,,.

If we want to understand the time behaviour of v and v function,
we can consider a simplified system:

G = fu,0),92 % [0,7T],
3 = 9(u,v), 2 % [0,T],

b
sl uif) u=0.26 -‘Ilf'“\ )
E [
0.4 _
00} ui), w0 24— =
00001 (X} T 10
o8 u(f), =126 --,Il,’-f-q._q_ [
04 __ J
:-=,-er,u-.r]{l-n;.\ T
D08 et} =024 =" e
00001 (X} i 0

Figure 1. FitzHugh-Nagumo model behavior. (a)Phase
plot. (b)monostable system(a=0.25,b=1). (c)bistable sys-
tem(a=0.25,b=10). ¢ = 1072 [2]

Picture 1(a) shows that function w increases in the area below the
v = u(u — 1)(a — u) curve, and function v increases in the area
below u = bv line. Thus, if our starting point is (u,0),u € (a,1)
and the curves intersect, the system will achieve an equilibrium in
the C point. If we start from (u,0),u € (0,a) point, the system
will achieve an equilibrium in the A point. If lines do not intersect,
the system will achieve an equilibrium in the A point in both cases.
Thus, the behaviour of the system depends on ratio of the a and b
parameters. It can be monostable or bistable.

Full equation system causes appearance of the pulses in the edge
points. FitzHugh-Nagumo system can detect edges of the binary
image, but it is impossible for it to detect edges of greyscale image,
because the FitzHugh-Nagumo system defines edge using global
threshold value. Local threshold value was introduced for the pur-
pose of greyscale images edge detection [3].

Problem with local threshold value

a = a(z,y,t),
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can be represented as follows:

9u — D, Au+ f(u,v),Q x [0,T],
%0 = DyAv + g(u,v),Q x [0,77,
%1 — D,Aa,Q x [0,T],
flu,v) = 2(u(l —u)(u - a) —v),
g(u,v) = u —bu,
u(z,t,t =0) = a(z,t,t =0) = ao * I(2,y),Q,
v(z,y,t =0)=0,Q,
Suloa = Ztloa = 52|oq = 0.

Diffusion coefficient D, should satisfy D, > D, condition and
0<ap <1

3. FITZHUGH-NAGUMO MODEL WITH VARIABLE
DIFFUSION COEFFICIENT

FitzHugh-Nagumo system with local threshold value allows us to
make an effective edge emphasis for “clear” images. But false
edges appear in the case of noise or ringing artefact (Gibbs effect).
To solve this problem we introduce the variable diffusion coeffi-
cient, as in Perona-Malik approach([4]:

1

M) = TR TP

The suggested diffusion coefficient is small in the edge areas, and
diffusion in smooth areas is accelerated. These areas will be de-
noised more intensively. Thus we do not have false edges that can
appear in the case of constant diffusion coefficient.

Problem with variable diffusion coefficient can be represented as
follows:

94 = div(h(z,y) v u) + f(u,v),Q x [0,T),
& =D, Av—i—g(u v), Q2 x [0, 7],
= D,Aa, 2 x [0,T],
Fuyw) = Ll = u)(u —a) - v),
g(u,v) = u — bu,
u(z,t,t =0) = a(x,t,t =0) = ao * I(z,y),,
v(z,y,t =0) =0,Q,

2lon = 290 = 2%|an = 0.

4. INFLUENCE OF VARIABLE DIFFUSION COEF-

FICIENT ON THE QUALITY OF EDGE DETEC-
TION

The results of the application of edge detection algorithm with vari-
able diffusion coefficient are represented in figures 2-9. The algo-
rithm has been applied to noisy images and images with ringing.
For comparison the results of constant diffusion coefficient algo-
rithm with D,, = 1.5 are given.

The following difference scheme was chosen for the computation:
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Figure 2. Source noisy image

Figure 3. Result of constant diffusion coefficient FitzHugh-
Nagumo edge detector
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Figure 4. Result of FitzHugh-Nagumo edge detector with variable
diffusion coefficient

As we see in the figures 2 - 4, for noisy images FitzHugh-Nagumo
model with variable diffusion coefficient detects edges more effec-
tively . It is also effective for images with ringing and noise. The
results with the same parameters of computation for images with
ringing are shown in the figures 5 - 7, for images with noise and
ringing - in figures 8 - 10.

Figure 5. Source image with ringing

5. CONCLUSION

It was shown that the introduction of the image dependent variable
coefficient makes edge detection more effective and allows to avoid
false edges, caused by noise and ringing. The work was supported
by federal target program Scientific and scientific-pedagogical per-
sonnel of innovative Russia in 2009-2013 and RFBR grant 08-01-
00314.
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Figure 8. Source image with noise and ringing

Figure 9. Result of FitzHugh-Nagumo edge detector with D,, =
1.5

Figure 10. Result of FitzHugh-Nagumo edge detector with variable

diffusion coefficient Dy, (z,y) = m
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Abstract

The differential geometry based formula for edge curvature esti-
mation at a fixed scale is derived in the paper. It is shown that
having lines of various curvatures in the same image, one is not
able to estimate them correctly using a fixed scale. So we propose
scale space algorithm which allows to choose proper scale adap-
tively in every point of interest. Relationship between curvature
and scale required to estimation was derived analytically, constant
was found and the relationship was proved via numerical model-
ing. The scale space algorithm for edge curvature estimation can
be used in particularly for straight line detection. It allows to se-
lect only points of interest (points with low curvature). This
speeds up detection algorithms and decreases probability of miss-
ing lines for complex scenes.

Keywords: curvature estimation, edge detection, scale space,
differential geometry, straight line detection, circle detection.

1. INTRODUCTION

The idea of scale-space was suggested by Witkin [1] and
Koenderink [2] and then was developed by Lindeberg [3]. Scale
space approach is used in the theory of differential invariants [8]
which have been successfully applied to feature detection, de-
scribing of detected features [4,5,6] and edge detection [7]. In-
formativeness of such differential invariants as gradient absolute
value and Laplacian has been proved by effectiveness of their
application to edge and feature detection tasks. However, infor-
mativeness of high order invariants is unclear from the tasks of
matching or learning [12]. In this paper it is first time suggested to
use 4-th order invariant — edge curvature — for measurements
instead of characterization. It is shown in the paper that edge cur-
vature calculated in scale space is stable enough to classify edge
points.

Typical straight line detection scheme consists of two steps: edge
detection and straight segment finding. The last step are generally
realized via Hough transform (HT) [10,11] or some randomized
algorithm. If we remove after the first step all points where edges
have high curvature a lot of curve lines will be removed. Thus
maxima in accumulator array will be sharper for HT and probabil-
ity of successful choice will be larger for randomized algorithm.

2. CURVATURE ESTIMATION AT A FIXED SCALE

We will deal with images smoothed via convolution with Gaus-
sian kernel, i.e. we use scale-space L(X, y,t) parameterized

with T = O'2 , Where O is the Gaussian’s standard deviation.

Russia, St.Petersburg, September 20-24, 2010

Let us consider edge point P on the plane (X, y). We will use so

called gauge coordinates [8] (V,M in the point P, where v-axis is
tangent to the curve in the point P and w-axis is normal to the
curve. Origin of coordinates is in the point P, so V=0, w=0.

Curvature in the point (0,0) is Kk =W'=d 2W(V)/dv2 .

Let us consider a curve equation f (X, Y) = CONSt and obtain

the curvature formula for it in a manner similar to [8]. After tak-
ing first and second derivatives with respect to V we obtain:

f,+ fw=0 1
and f+f w+f w+f (W)>+fw'=0 @)
As V -axis is tangent to curve in point P, fv(0,0)=0 and (1) re-
sults in W=0. Thus (2) can be reduced to:
f,,(0,0)+ f,(0,00w"(0)=0, ©))
K= W“(O) == fvv (010)/ fw (0!0) 4)

Expression (4) is the equation for curvature of the line defined by
the implicit equation f(X,y)=const.

In the gauge coordinates edge can be described as points where
absolute value of intensity derivative in the w-axis direction

8L/6W have a maxima, i.e. L, =0.

For edge defined by f(X,y)=L,, the expression fv(0,0)=0 is
satisfied and hence (4) can be used to obtain curvature equation:

Kedge = W”(O) == wavv(o’ 0)/ waw(01 0) (%)

Equation (5) in coordinates (X, ) can be rewritten explicitly:
Kogge = — A/B,  where
A= (Lot Ly JEL L1 15 ~4L1E )+
2L L1 L Ly L)
B L+ (Lol L5 300 (L b )

Figure 1 demonstrates curvature estimation with various values of
o for image 1a of size 512x512 containing the circles with radii
10, 30, 50, 100, 150, 200 pixels. It is obvious from (6) that curva-
ture estimation can be carried out only near edges where gradient

(6)
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absolute value is not near to zero. Other regions are marked with
white in Figure 1c-e.

7,

i r
3500 5000

Figure 1: a) the original image, b) correspondence between color
and curvature radius R:],/ K in pixels, c-€) curvature estimation
using edge curvature formula (6): ¢) o =1,d) c=3.17,

e) 0=6.35.

Nonconstant curvature along circle is caused by pixel structure of
the image. It is seen that this radial effect decreases with increas-
ing scale o . Derivatives in (6) are computed via convolutions
with derivatives of Gaussian function, i.e. via integration in
neighbourhood with radius of order of o . So, an acceptable

accuracy of curvature estimation can be reached if the filled area
in Figure 2 contains large enough number of pixels:

A-o > const.

It can be easily seen from Figure 2 that
A =R—-R-cos(arcsin(c/R)) =
=R- (1— J1- sinz(arcsin(a/R))):
=R -(1— 1—(U/R)Zj ~1/2-R(c/R)* = o%/(2R)

So, substituting this result into previous formula we obtain

O'3/R > C, where C is constant U]

When such o = O'req is reached we can see the uniformly col-
ored circles in Figure 1d (red circle R=10, 0=317) and 1e
(green circle R=100, 0=6.35). While o < O g » CUIVature

estimation demonstrated radial structure caused by pixel structure
of a curve.

In Figure 1e the typical ring-like artifacts of various colors ap-
peared near circles of small radii. These artifacts are caused by
influence of neighbour edges which are closer to each other than
distance proportional to o . In such cases integrals value are
result of some “edge mixture” and curvature estimation is bad.
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Figure 2: Circle arc.

Any edge in real image is likely to be situated near other edges.
Since distance to the closest edge is unknown we use the smallest
size of sigma which satisfies (7) to decrease possibility of
neighbour edges influence:

0 (R)=¥cR ®)

So, having edges with different curvatures in the same image it is
impossible estimate their curvature using the same o . It is the
reason to develop a scale-space algorithm proposed in section 5.

3. PRECISION OF CURVATURE ESTIMATION AND
DETERMINATION OF THE PROPER SCALE

Estimation (8) is confirmed by the experiments with model im-
ages each of which contains a single circle of the known radius
R, € [10, 900]. For these images we calculate curvature in

edge points using the same o for the whole image. Then we
build histogram of the obtained curvature values.

ARIR, 073
| 00
08 \

600

06 500

400

04 00

02 200
o5k 100 ﬁ/
i "

0 20 40 @0 8o fwR
b)

Figure 3: a) the dependence of curvature estimation error

AR/R; and o/R, . AR is histogram dispersion, R, is

known radius, b) — minimal value of o’ allowing estimation
with precision 15%. — approximation of the experimental line.

Curvatures in the points of ideal circle are the same, but we deal
with circle at a finite pixel grid and there is radial effect. For cur-

vature estimation with o< O'req(R) there is spread of obtained

curvature  values and its  histogram  has  width

2\ Y2
AR =<(R—<R>) > other than 1. So we need to analyze his-

togram width (see Figure 3a). Fixing the desired precision
(AR/R, =15% was used) we can determine O (R) for

req
which chosen precision reaches. Inclination angle of approxima-
tion line in Figure 3b gives the coefficient for (7), (8) ¢ =1.4.
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4. SCALE SPACE CURVATURE ESTIMATION

In this section we propose an algorithm for scale space curvature
estimation. In our tests scale-space was built using o grid:

0,=10, o0,=50;, S= 32, and the constants
a==0.2 were used.

Algorithm 1.
for each scale level o :
for each pixel where curvature has not been calculated yet:
1. Get curvature value k; using o; from (6).

2. Calculate average <K‘i> and d mean deviation of
K; in the edge-neighbourhood of the current point
3. Calculate R; := ]/<|K'i |> and Greq(Ri) using (8)

4.1f (0,R) <o, or d <alx| or | —xq/ < fixi)

then <|Ki |> is correct, do not calculate value in this
point with further scales.

Edge-neighbourhood means only edge points which are situated
within neighbourhood of the current point. Following the logic of
scale space approach we choose neighbourhood radius dependent

on scale and equal to max(2, lof /2)

On step 5 of the algorithm we check stability and correctness of
the curvature K; calculated using ;. If curvature deviation
within edge-neighbourhood is high: d> 0{|Ki| then it is cased

by noise and radial effect and greater scale should be chosen to
correct estimation. Also if curvature value changes sharply from

previous scale to the current: |K'i - Ki_1| > ﬂ|l(i|, then current

scale o is not large enough.

a) b)

Figure 4: b) Scale space curvature estimation for image 4a. Cur-
vature is shown only in edge points (see 1b for color notation).

It can be seen from Figure 4 that the proposed multiscale algo-
rithm allows correct curvature estimation for images containing
lines with various curvatures. Application of statistical differenc-
ing [9, p. 288] to images before curvature estimation allows to
enhance image quality and to obtain more precise estimation.

5. CURVATURE FILTERING FOR LINE DETEC-
TION

Straight line detection is an example of the area where the pro-
posed curvature algorithm can be applied. A common scene usu-

Russia, St.Petersburg, September 20-24, 2010

ally contains not only straight lines and selection of points with
low curvature allows straight line detector to work only with
points of interest and to exclude from consideration impossible
line positions (some kind of noise). We demonstrate this benefit
on example of Hough transform [10].

For each image from the test base (containing synthetic and real
images) we have compared HT sinogram [11] (accumulator array)
mapped from all edge points and sinogram mapped from points
with low curvature. Typical examples of such sinograms are pre-
sented in Figures 5d, f.

SO

e) f)
Figure 5: b) curvature estimation for image 6a, c) all edges,
d) sinogram built for all edge points, €) edge points with
high curvature radius R >150 , f) sinogram built for 6e).

In order to compare this sinograms we introduce measure of con-
trast of sinogram local maxima T=|V/| , where | is intensity in

local maxima, IV is average intensity in a ring neighbourhood of

maxima. This comparison has shown that contrast of sinogram
maxima corresponding to real straight lines increased signifi-
cantly (see Table 1), while sinogram maxima due to false line
detections were suppressed.

Table 1: Measure of contrast in sinogram local maximum T=/|

Sinogram built for:
gradient abso- all filtered
lute value edges edges
Point 1 0.5 0.32 0.034
Point 2 0.4 0.13 0.03
Point 3 0.37 0.17 0.029
Point 4 0.52 0.18 0.022
Average over test base 0.4 0.15 0.03
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Some examples of high curvature edges suppression are shown in
the Figure 6.

€) f)
Figure 6: ¢), d) edges curvature estimation, €), f) edges with low
curvature. Colors correspond to curvatures according to Figure 1b

6. CONCLUSION

The differential geometry based formula (6) for edge curvature at
a fixed scale has been derived in the paper. It has been shown that
curvature estimation at a fixed scale suffers of lack of accuracy so
a scale space algorithm for edge curvature estimation has been
proposed.

We have analyzed curvature estimation accuracy in dependence
on used scale and have obtained a requirement for minimal scale
selection; the coefficient in this formula has been obtained with
numerical modeling.

The tests performed on synthetic and natural images show that the
proposed algorithm allows correct curvature estimation for most
of edge points even for images where lines curvature changes in
range from small circles to straight lines.
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An application of curvature analysis for straight line detection has
been suggested. It has been shown that suppression of edge points
with high curvature results in increasing sinogram quality and
better contrast of its pikes correspondent to straight lines.
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Abstract

A new short reference image quality metric is introduced in this
paper. It is based on the idea that a high quality image has a high
value of angular edge coherence in the basic edges points and a
low level of angular edge coherence in the basic edges
neighborhood. The angular edge coherence is measured using the
coefficients of image expansion into the Gauss-Laguerre Circular
Harmonic Functions. The practical usability is illustrated with
several test images.

Keywords: Gauss-Laguerre circular harmonic functions, image
quality metric, angular edge coherence, basic edges.

1. INTRODUCTION

The problem of results quality estimation in image enhancement
or restoration algorithms does not have an universal solution. The
automatic image quality metrics often do not correlate well
enough with the perceptual image quality.

There are many approaches which are performed by direct pixel-
by-pixel calculation of conventional signal metrics (such as MSE,
PSNR, RMSE etc.) of the obtained and the original images. These
techniques are referred in the literature as full reference image
quality assessment metrics. There are also more sophisticated
metrics taking into account perceptual features of human visual
system [1].

But for the majority of image processing tasks we cannot use the
full reference metrics due to the absence of the reference image.
For this reason no-reference (or “blind”) methods and short
reference methods are designed. No-reference approaches assess
the quality of image without any information about original
image. Short reference approaches operate with partial
information about original image. Some of these methods are
introduced in [2-4]. The methods based on the edge coherence
approach are introduced in [5,6]. They are based on the local
expansion of the observed image into the system of so-called
Gauss-Laguerre orthonormal family.

In this paper a new approach using modified angular edge
coherence is proposed. The modification is based on Gauss-
Laguerre expansions analysis. The importance for the human
image perception of the areas near the main image edges has also
been taken into consideration.

2. MULTIMODAL ANGULAR EDGE COHERENCE

Let us consider a family of complex orthonormal and polar
separable family of functions:

07 (r7:0) =y, (¥ [o)e.
Their radial profiles are Laguerre functions:
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P 1
va(x)= JnID(n+a +1)

where n=01,...;0=0,£1,+2... and L;(X) are Laguerre
polynomials:

12 X112
X e L (X),

d N+a 4 —X
dx" ( )

The Laguerre function g (x) can be calculated using the

Lo (0 = (-1)"x "

following recurrence relations:

¢ o (X—a=2n-1) =
l//ml(X)_\/(n—i-l)(n-l-(Z-i-l) Wn (X)
_ nlnta) . B
B (n+1)(n+a+1)V/"‘1(X)’ n=01...,
g —; al2 —x12 a _
4 (X)_ r(a+1)x e , l//_l(x)_o

These functions gy called Laguerre Gauss circular harmonic

(LG-CH) functions, are referenced by integers n (referred by
radial order) and o (referred by angular order). The real and

imaginary partof g;, g3 and g; are illustrated in Figure 1.
Figure 1: The real parts of gz, g3 and g (upper row) and the

imaginary parts of g;, g2 and g (lower row).

The LG-CH functions are self-steerable, i.e. they can be rotated

by the angle ¢ using multiplication by the factor ei”‘/’. They

also keep their shape invariant under Fourier transformation. They
are suitable for multiscale and multicomponent image analysis

[71
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Let us consider an observed image |(x,y) defined on the real

plane R?. Due to the orthogonality of g family the image
[(x,y) can be expanded in the analysis point x, y, for fixed &
in Cartesian system as follows:

I(XO’ yO) = i ica,ngg(xv y) !

=—o0 nN=0

where

G = | 1000 ¥o) (@2 (4, ) cicy.

and
X=X, +ICoSy, y=Y,+rcosy.

These coefficients can be calculated at any image point x,y, by
convolution:

Con (Xo1 Yo) = 10X, Y) * (95 (=X,=Y)) -
Let us consider the convolution results clo(x, y) c30(x, y) and

Cso(X,Y) for LG-CH functions of index orders 1,0 3,0 and 5,0.

As it has been shown in [5, 6] the high level of magnitude of
¢, o(x, y) corresponds to the edges of the image, while cgo(x, y)

and cso(x, y) corresponds to different types of crosses, corners

(these values are smaller in the edge points). At the same time it is
shown in [6] that for the ideal edge patterns, i.e. unitary step edges
passing through x,,y,, the arguments of ¢  (x,y) and

C;, (X, y) satisfy the following relation:

arg(C; 0 (Xy, o)) =3arg(Cyo(Xy, Yo)) + 7 -

It can be shown that the arguments of ¢, (x,y) and C;,(X,Y)
satisfy the analogous relation:

arg(cs,o (Xo ) yo)) = 5arg(cl,0 (Xo Yo )) :

This relationship is analogues to the relationship of the odd
harmonics of the Fourier expansion for a periodic square
waveform (see Figure 2). In our approach we take 3 first odd
modes (the work [6] took 2 first odd modes).

vt

Edge\‘ / '--m\\
', I Y

e ~
. /.'
AQL A //\\
b e o A \/ \/
s
~ / 4

\./\\//\. "/\v'!\.\/.. V - \/\

Figure 2: Phase relationship and its analogue with the odd
harmonics of the Fourier expansion for a periodic square
waveform.
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The modified angular edge coherence filter based on these
relationships is defined as:

MAEC(X,,Y,) = ‘cm (X, yo)‘ .

[cos(8arg(c, o (%o, ¥o)) ~arg(Cs o (%o, o)) —arg(Cs o (%o, Yo,
(Ca0 (%o, Yo )cos(3arg(c, o (Xy, ¥o)) — arg(Cs (¥, Yo )))| +
+[65.0 (o1 Vo) |COS(BArg(C, 0 (X, Vo)) —ArG(C5 6 (%o, Yo )))))

This approach is more sensitive to the weak edges than the AEC
[5] (PEC [6]). The AEC metric (with contrast normalization) is
defined in [6] as:

AEC(Xy, Y,) = _‘Cl,o (X, yo)‘ : ‘Ca,o (%o yo)‘ "
: cos(3arg(cl,0 (Xo Yo )) - arg(cm (Xo Yo )))

It is also important to mention that the value of MAEC is positive
while the values of AEC (PEC) can be negative as well. This is
crucial for the calculation of MAEC for an image region R:

> MAEC(x,Y)

MAEC, (1) = &Y=
' IR

where HRH is the number of points in R and the value MAEC(x,y)

is normalized to lie within [0,1] interval.

3. IMAGE QUALITY METRIC

Standard metrics based on whole image square error calculation
like MSE, PSNR do not correlate well with the perceptual image
quality. As an example, ringing effect in textured areas is not
noticeable while ringing effect near sharp isolated edges is
annoying.

In [8] the authors introduced an image quality metrics in edge and
edge neighborhood regions for image restoration methods like
image interpolation or image deringing. The authors introduced
Basic Edge Points (BEP) regions and Basic Edge Neighborhood
(BEN) regions in images (see Figure 3). They estimated the
quality using RMSE (root of mean square error) of the reference
image and the restored image within these areas.

A

a) Reference image b) Its BEP (white color) and

BEN (grey color) regions
Figure 3: BEP and BEN regions illustration.

In this paper a short reference approach is introduced. This
approach is inspired by the fact that MAEC value should be
reasonably high in BEP regions indicating the good quality of
edge restoration. Meanwhile, the values of MAEC should be
reasonably low in BEN regions indicating the absence of ringing
effect. Thus we suggest the following basic edge quality metric:
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MAECBEP(I)
MAEC,, (1)
Obviously, the specific BEQ values correspond to the specific

image. For this reason, the relative modification of BEQ can be
defined as follows:

BEQ(I) =

RBEQ(|):§E((§((I'))

where [(X,y) is observed image and I~(X, y) is the reference

image. The RBEQ metric is a short reference metric. It analyzes
only areas in the region of isolated strong edges. The value of
RBEQ(I) is less than 1 in case of image quality degradation and
greater than 1 in case of image quality improvement.

4. EXPERIMENTAL RESULTS

To illustrate the sufficiency of the proposed approach it was tested
with different images. The suggested metric has been compared
with RTAEC metric (the relative short reference metric based on
angular edge coherence function for the whole image) [5]. RTAEC
metric shows good correlation with DMOS results [5]. These
results are also close to the results of MSSIM metric.

II 0

N

b) BEP (white color) and BEN
(grey color) regions of
reference image

1

c) Reference image with white d) Gaussian blurred reference
Gaussian noise image
RBEQ=0.530, RTAEC=0.982 RBEQ=0.486, RTAEC=0.947

Figure 4: Comparison of RBEQ and RTAEC metrics.

In Figure 4 (“Lena”) and Figure 6 (“Peppers”) the reference
images, their BEP and BEN map images and corrupted versions
of the reference images with different kinds of artifacts are
presented. The values of RBEQ and RTAEC for these images are
given. The RBEQ metric is more sensitive than RTAEC to the
image corruption with Gaussian blur, white Gaussian noise and
unsharp mask artifacts (see Figures 6d, 6e and 6f). But in the case

a) Reference image
RBEQ=1.0, RTAEC=1.0

Russia, St.Petersburg, September 20-24, 2010

of pixelized image the RBEQ and RTAEC values do not reflect
properly the existing artifact (see Figure 6c).

a) Reference image
RBEQ=1.0, RTAEC=1.0

b) BEP (white color) and BEN
(grey color) regions of
reference image

¢) Unsharp mask of reference image
RBEQ=1.057, RTAEC=0.992

Figure 5: Comparison of RBEQ and RTAEC values for the
unsharp masking result

In Figure 5 the result of unsharp mask of blurred “House” image
is given. This illustrates the different behavior of RBEQ and
RTAEC metrics. Despite the fact that unsharp mask is enhancing
algorithm for blurred images RTAEC < 1 indicates the degradation
of image quality. On the contrary, RBEQ > 1 indicates the
improvement in image quality that corresponds to human
perception.

It can be seen from the given examples that the RBEQ and RTAEC
metrics both find the blurring of the image but the RBEQ is much
more sensitive to the presence of noise and it estimates better the
unsharp masking results.

In Table 1 the RBEQ and RTAEC metrics are compared with other
types of edge coherence metrics. Where RBEQ; is defined as:

_ BEQ(l) _ AECg (1)
REEAM =geq i) PP = e, ()
and RTAEC, is defined as:
RTAEC, (1) = MAEC().
MAEC(I)

It is illustrated that RTAEC; and RBEQ; metrics are not
appropriate. RTAEC, > 1 in case of image quality degradation and
RTAEC; <1 in case of image quality improvement. The RBEQ;
metric has the same drawback for images corrupted with white
Gaussian noise and it is also less sensitive to the artifacts even in
comparison with RTAEC metric.

The given results demonstrate the sufficiency of using MAEC
metric in BEP and BEN regions to construct RBEQ image quality
metric.
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Image RBEQ | RTAEC | RBEQ; | RTAEC,
Figure 4c 0,530 | 0,982 1,002 1,289
Figure 4d 0,486 | 0,947 0,917 2,707
Figure 6¢ 0,643 | 0,748 0,981 1,638
Figure 6d 0,340 | 0,898 0,950 2,527
Figure 6e 0,241 | 0,999 1,005 1,088
Figure 6f 0,157 | 0,951 0,888 2,776
Figure 5¢c 1,057 | 0,992 1,011 0,955
Table 1: Comparison of RBEQ, RTAEC, RBEQ; and RTAEC,
metrics.

a) Reference image
RBEQ=1.0, RTAEC=1.0

b) BEP (white color) and BEN
(grey color) regions of
reference image

L

d) An unsharp mask result for
the reference image
RBEQ=0.340, RTAEC=0.898

"l

c) Pixelized reference image
RBEQ=0.643, RTAEC=0.748

e) Reference image with white

f) Gaussian blurred reference
Gaussian noise image

RBEQ=0.241, RTAEC=0.999 RBEQ=0.157, RTAEC=0.951
Figure 6: Comparison of RBEQ and RTAEC metrics.
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5. CONCLUSION

A new short reference image quality metric using a modification
of the angular edge coherence approach has been developed. The
preliminary testing results look promising. The future work will
include a detailed statistical analysis of the results for big image
bases and a more detailed analysis of specific image artifacts like
pixelization.

The work was supported by federal target program “Scientific and
scientific-pedagogical personnel of innovative Russia in 2009-
2013” and RFBR grant No 10-01-99535.
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DddekTnBHLI MeToa pacyeTa OCBelleHns ANsl CUueH C bonbluoii
rnyobnHowm 3epkasibHbIX OTPAX>XeHU U NpesioMNeHunn

Koncranrun Bocrpsikos
WucturyT [puknagmoit Marematukn nm. M.B.Kemabima
vostryakov@gin.keldysh.ru

AHHOTaUMA

Paszpaborana Momudukanusi ajJropurMa CTOXACTUIECKUX
MPOrPECCUBHBIX (DOTOHHBIX KAPT, KOTOPas MO3BOJIAETCS -
(bEKTUBHO PACCYNUTHIBATD OCBEIEHHOCTh B CIIEHAX UMEIOITUX
GOJIBIITYIO CIIOKHOCTD 3ePKAJIbHBIX OTPAaKEHUIN U IIpesioMIIe-
Huii. B Takux crienax GoJIbIINHCTBO JIyYeil cBeTa Mona aoT B
KaMepy MPeTePIEB JEeCITKUA U JaXKe COTHU MEPEOTPaYKEHUI.
JIAHHBIA TUII CIIEH PEJIKO BCTPEYAETCH B KOMIIHIOTEPHBIX HI-
pax, IpOU3BOJICTBE BU3yaJbHBIX CIENI(M@PEKTOB, HO MMUPOKO
pPacIpOCTPaHEH B CBETOTEXHUKE U ONTUKE, HAIIPUMED, CBETO-
MIPOBOJISIIIMX CUCTEMAX.

1 BBEAEHWE

CBeTonpoBoIdInye CUCTEMbI MOABUINCHL eme B 19 Beke. B
HUX HCIIOJIL30BAJIUCH 3€pKaJja BHYTPH IOJIOM TpyOKH, obec-
revnBasl IPOIlyCKaHNe CBETA II0 M30THYTOMY TyHHeJIIO 6J1aro-
Iapsi 3epKaJbHBIM [1I€PEOTPAaKEHHUSIM OT €ro CTeHOK. Vcrnosb-
30BaHUE TPAIUIMOHHBIX 3€PKAJI IPUBOIUT K 3HATUTETHHBIM
IIOTEPsIM CBETOBOI SHEPIUU M3-3a IIOTJIOIIEHUS, ITOCKOJIb-
Ky HamIydIlIue 3epKaja OTpaxkaoT juimb 95% mamarome-
ro ceera. Takum obpazom mocie 10 mepeoTpakeHuit ocTa-
ercs jmmib 60% mNepBOHAYAIBHON SHEPrUHM CBETA, a IMOCJE
100 nepeorpaxkennit y>xke meree 1%. Kak nssecTno, cBeToBO-
JIbI, N3TOTOBJICHHBIE U3 CTEKJIA MJIN IIJIACTHKA, MOTYT obecrre-
quBaTh nepesady cera 6osiee 3dekTuBHO Oyrarogapst 3d-
dekTy 1mosiHOro BHyTpeHHero orpaxkenust. CBer, MHOIOKPAT-
HO OTParkasiCh OT BHYTPEHHUX CTEHOK CBETOBOA, JOCTUTAET
IPOTUBOIIOJIOXKHOI'O KOHIIA IIPOBOJHUKA C OY€Hb MAJIEHbKIM
TIOTJIOIIIEHUEM.

XoTst CBETOBOMIBI OY€Hb MPAKTUYHBI TP MAJIBIX pa3Mepax u
MaJIBIX SHEPIUSX, OHU CTAHOBSATCS THAXKEJBIMU U JOPOTHMU,
ecsi HeoOXOIMMO CO3/1aTh OOJIBIMYIO TIO Pa3MepaM CBETOIPO-
BoAnLyio cucremy. He Tak masuo, B 1981 romy, ObLia mpeiio-
JKEHA MPU3MATUIECKasi CBETOMPOBosIas cucrema. [lycras
BHYTDH, KaK U caMble IIepBble CUCTEMBI 19 BeKa, HO UCIIOJIb-
3yIOIasi BMECTO 3€pKaJjl TOHKWE MPU3MATUIECCKUE ILIACTUH-
KA. DTU IUIACTUHKYA MMEIOT IUIOCKYIO BHYTPEHHIOIO CTOPO-
Hy ¥ TPU3MaTUYeCKyO BHEITHIOW. [lockobKy sTa cucrema
paboTaeT Ha NIPHUHIUIIE IIOJHOIO BHYTPEHHETO OTPAXKEHNH,
TO OHA MPAKTUYECKU TakxkKe 3PDEeKTUBHA, KAK U CBETOBO-
npel. Biaromaps cBoeil 1oJI0if KOHCTPYKIIUUA CUCTEMAa UMeeT
GoJiee MaJIbIif BeC M HU3KYIO I[€HYy B CPAaBHEHWM CO CBETOBO-
navu. [Ipusmaruyeckasi CBETOIPOBOAAINAS CUCTEMA MOXKET
OBITH M3TOTOBJIEHA JOCTATOYHO OOJIBINUX PA3MEPOB M CIIy-
2KUTD JJIs TPOILYCKAHUS COJTHEYHOrO CBETa BHYTPH 3[aHUi U
COOpY2KEeHUIl, COKpaIas morpedbienne saeKTposneprun. Ona
nosy4mia HazBanue cseroBoro kosomna (light tube or light

pipe).

Ceroiasi CyIiecTByeT [TOBCEMECTHOE PACIIPOCTPaHeHNe ObITO-
BOIT 9JIEKTPOHUKH. Best OHA MMeeT moIb30BaTeILCKUIT HHTED-
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deiic co cBeToBoit nuukarueit. [lepemaya cBera oT cBeTOIN-
ofa 0becIieYnBaeTcsi CBETOIIPOBOIAIIECH CUCTEMOM Ha OCHOBE
OOBIYHBIX WJIM MPU3MATUIECKUX CBETOBOJIOB, 9TO MTO3BOJISIET
6oJiee ONMITUMAJIBHO PACIIOJIOXKUTEH BCE IJIEKTPOHHBIE KOMIIO-
HEHTBHI BHYTPU KOPITyCa, Ha ITeYaTHON IJIaTe U T.I.

CBeTonpoBoIsIIIe CUCTEMbI MOTY'T IPUMEHSATHCS JIJIsl CO3/1a~
HUsI HCTOYHHUKOB CBETa CJIOKHOM opMbl. OT UCTOYHMKA ITa-
pabosimueckuM pedIEKTOPOM CBET HAIPABJISIETCST B ITPU3-
MAaTHYECKHII CBETOBOJ. MHOIOKpPaTHO OTpPaXkasiCb OT CTEH
CBETOBO/Ia, HEPABHOMEPHOCTU H3JIyYEHHUs UCTOUHHUKA TEPsi-
I0TCsI, CBET OTHOCHUTEIHLHO PABHOMEDHO PACIIPEIEJISIETCs II0
BCell JJIMHE CBETOBOJA. Jepe3 MHOIOYMCJIEHHBIE OTBEPCTHS
CBeT IOKMJAeT CBETOBOJI. Pa3mep m pacupejesieHue oTBep-
CTHif TIO3BOJISIET CO3/ATh YKeJIaeMOe PACIIpeeJIeHUe CBeTa BO-
KpYT OIITHYECKOI CHCTeMBbI. TaKie CBEeTOIIPOBOISIINE CUCTE-
MBI [IO3BOJISIIOT CO3/IaTh UCTOYHUKU CBETA CJIOXKHON (POPMBI,
9TO OYEHb IPUBJIEKATEJIHHO JIUIsi CBETOBOIO ju3aiiHa. A muc-
[10JIb30BaHUE CBETOMOIOB MIO3BOJISIET JJOOUTHCS KOMIIAKTHO-
cTH U 3HeProsdpdEeKTUBHOCTH.

2 CNEKYJAPHAA CJTOKHOCTb

s aBTOMATH3AIMKA TPOEKTUPOBAHUS ONTUYECKUX CUCTE-
MBI, TPUMEPHI KOTOPBIX PUBE/IEHHBIE BBIIE, TPEOYETCS MO-
JleJIMpOBaHue pacipocTpaHeHus: cBera. Ho Takme 0O6bEKTHI
“MeIOT OOJIBIIYIO, TaK HAa3BbIBAEMYIO, CIEKYJISPHYIO CJIOXK-
HOCTBb. DTO 3HAYMUT, YTO OOJILIIMHCTBO JIydeil cBeTa Iola-
JAI0T B KaMepy MPeTEePIeB JECATKU U JIayKe COTHU 3ePKasib-
HBIX OTpakeHwit u upesiomienuii. CleKysisipHasi CJI0XKHOCTD
3HAYUTEBHO YBEIUINBAET BPEMs pacyeTa, IMyTh CBETa, CTa-
HOBUTCSI OYEHb U3BUJIUCTBIM, JIMIIb HUYTOXKHASI YACTh BCEX
TPAEKTOPHUIi CBETOBBIX IIyTEl COEIUHSIET UCTOYHUKU CBETA U
KaMepy. Pacuer riiobajbHOM OCBEIIEHHOCTH CTAHOBUTCS 3a-
TPYIHATETBHBIM KaK JJIsi IPSIMOTO, TaK M 0OPATHOTO METOIA
Momnre-Kapsio TpaccupoBKu J1ydeit.

B asropurme Tpaccuposku sydeit Whitted’a [1], mocse
CTOJIKHOBEHUSI JIyda C HOBEPXHOCTHIO, OTPAaYKEHHBIH U IIpe-
JIOMJIEHHBI JIy9M TPACCHPYIOTCS ITOC/IEI0BATEIHHO, YTO
NIPUBOJUT K SKCIIOHEHIMAJIHLHOMY YBEJIUYIEHUIO YUCJIa BO3-
MOXKHBIX TpaekTopuit. Monre-Kapso Tpaccuposka myTeit
(path tracing) [2| nossosnsier cmsarauTh 1poGIIEMY, CILydaiHO
BBIOMpAsT OTpaXkKeHue, MPOIyCKAHNE UJIN TIOTJIONEHNE, Ha OC-
HOBe KO3(DMUIMEHTOB CIEKYIISPHOIO OTPAXKEHUs U IIPOILYC-
Kanus. Tak BeIOMpatoTcst Gojiee 3HaYUMble TpaekTopuu. Ho
KO3 UIMEHTHI OTPAXKEHUsI U [POIYCKAHUS JAIOT JIOCTYII
JIVIIIB K JIOKAJIbHON NH(MOPMAITAN O 3HAYNMOCTH JIAHHOM Tpa-
extopuu. IIlpu 60JBIION CIIEKYJISPHON CJIOXKHOCTH 9TO OKa-
3BIBAETCS HEIOCTATOYHO. 10 2Ke camMoe MOYKHO CKa3aTh MPO
Mapkosckue merosl Monre-Kapiio [2], koropble ucnosbsy-
0T TPEIBIAYILYI0 TPAEKTOPHUIO JIJIsI TOCTPOCHUS CJIE/LYFOIITE.
Tpyaso HaliTH BaKHBIE TPAEKTOPUU B TAKUX CIEHAX HA, OC-
HOBE JIOKAJIbHON MHMOPMAITHH.
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Kak 6but0 mokaszano B pabore [3] meron OTOHHBIX KapT
boutee 3(hDEKTUBEH JJTsT pacueTa KayCTuk. 1Ipu 3ToM OH MO-
2KeT BBINOJIHATHCH B IIPOTPECCHBHON MaHepe, obecredmBast
CXOIUMOCTb K TOYHOMY PEIIEHUI0 MPHU HAJMIUU KOHEIHOMN
ITaMATH, T.€. OIIeHKa CBETOBO IJIOTHOCTH CTATUCTUYECKHU CO-
crosresnbHa. CyTh TPOrPECCHBHOTO CTOXACTUIECKOTO METOIA
(bOTOHHBIX KapPT COCTOUT B IIOCJIEJOBATEILHOM BBIIIOJTHEHUI
CJIeAyIOMUX NEeUCTBUN Ha KaxKAON UTEPAIIAN:

e mpsiMasi TPACCUPOBKA CBETOBBIX TPAEKTOPHUH C COXpa-
HEHHUEM TOYEeK CTOJIKHOBEHUS C IOBEPXHOCTSIMH CILIEHBI
(dboronos);

e oOpaTHasi TPACCHPOBKA CBETOBBIX TPAEKTOPHII C COXpa-
HEHMEM TOYEK CTOJIKHOBEHUS C IIOBEPXHOCTSAMHU CIIEHBI;

® OIICHKa CBETOBOW IIJIOTHOCTH B TOYKaX 0OPaTHOM Tpac-
CUPOBKH, HMCIOJb3ysd TOYKHU IPAMOH TPaCCUPOBKU W3
OKPEeCTHOCTH.

YMeHbITeHne OKPECTHOCTH TIONCKA TIOC/IE KAaXKI0W UTEPAIUN
0066eCIIeYnBaeT MOCTOSTHHOE COKPAIIEHUE OIMUOKU TUCKPETH-
3aIUi, T.e. COCTOSTEIbHOCTH oreHku. K coxkasenuio, maH-
HBIII METOJ] MMO3BOJIsSIET 3(DPPEKTUBHO PACCIUTHIBATD SIPKOCTH
TOJIBKO JIJIsI HECTIEKY/ISIPHBIX (DYHKIINI OTPasKeHUsI, KOTOPast
HaOJIIOMAETCs JIUIID Yepe3 HeDOJIbIIOe UHCIIO CIEKYJIsIPHBIX
epeoTParKeHuN.

3 MOOUOUKALMA METOAA NPO-
FPECCUBHbIX ®OTOHHbIX KAPT

IIpemraraemsblit aJropuT™, OCHOBBIBASICh HA METO/IE IPOrPEC-
CHUBHBIX (DOTOHHBIX KapT, MO3BOJIIET 3(MMEKTUBHO PACCUU-
TaTh CleHbl 60JbIIol caokuocTu. OrpanuyuB ryIyouny o6-
PpaTHOIt TPACCUPOBKMY JIy9e€il YIAIOCH Oy YUTh, ITyCTh U CMe-
LIEHHYI0, HO BCe-Taku cocrogaTesbHyio Monre-Kapiiosckyro
OIIEHKY CBETOBOM TJIOTHOCTH, TO €CTh CXOJSIIYIOCS K TOTHO-
MY DEIIeHUIO.

OreHKa SIPKOCTH CBETa B KJIACCUIECKOM MeTOe (POTOHHBIX
KapT MOXKET ObITH I0JIyYeHa, UCIOJb3ysl YPaBHEHHE BU3ya-
JIM3AIUHU , CJIEYIOMUM 0Opa30M.

L) = [ pown ) S5 )
= 3 plaw ) 2B, @

rjie paccesiHHOe IOBEPXHOCTHIO m3snydenue L(x,w) B TOUKe
T B HAIIPaBJIEHWH w PaBHO MHTETPaJly MO BCEM HAIIPABJICHU-
M Ha noJrycdepe ) 110 Tpou3BeaeHnI0 PYHKIUU OTPAKEHUST
u nporryckanus p(z, w,w’), magaomero muddepennuatbHO-
ro noroxka ®(x,w’) MO MWIOMAMN TOBEPXHOCTH U TEJIECHOMY
YTJIy, KOCHHYCa yTJia MeKJIy HOPMAJbIo K MOBEPXHOCTU U
HampasierueM w'. B ypasmenun (2) mMeeM CyMmMMy TIpOM3-
Benenuii p(z, w,w’) Ha MomEOCTH GIMKARIINX (DOTOHOB Jle-
JIEHHBIE Ha TJIONIAIb OKPECTHOCTH.

B MopudunmpoBaHHOM aJropuT™Me MPHU JOCTUKEHUH (DUK-
CHPOBAHHOW MAKCHMAJbHON TJIyOMHBI TPAEKTOPUU HIYIIEH
n3 Kamepbl GepeTcsl OlleHKa CBETOBOM IJIOTHOCTH, ITOIOGHO
ypaBHEHHIO (2), HO y2K€ MCIO/Ib3ysl (DOTOHBI U3 OKPECTHOCTH
3epkaJsibHOro Jiyda (puc. 1). ITomyduenHas cBeToBasi IPKOCTH
YMHOXKAETCSI Ha CIEKYJISPHBIA KOI(PDUINEHT MTOBEPXHOCTH
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7 KO3 QUIMEHT Iepe/iadn TPAEKTOPUH OT KaMepPhI 10 ITOM
TOYKH:

" d,(x,w,
L(z,w) = Zps(x,w,w;)%, (3)
p=1

e ps 3HaYeHWe KOd(P(DUIMEHTa 3€PKATHLHOTO OTPAYKEHUST
(mperomienus), AA = 72, AQ = 27(1 — c080maz), a T 1
O maz — ITO TEKYIIUE PAJIUYC U YIOJI IUCKPETU3AIMH OIEHKH.

9 AcneKynﬂpHoe HanpasneHue

max i

OKPECTHOCTb NO
NONOXEeHWUIo

HopMarnb
1 no yrny

kamepa

Puc. 1: Jocmuehyma gurcuposarntas MakcCumMaibras 2ay-
buna mpaexmopuu. B oxpecmmocmu cnexyaapHozo Aywa 6vi-
NOAHACTNCA NOUCK HOMOHOE.

4 3AKJTKOYEHUE

Pazpaborana wmomudukaius aJropurMa CTOXACTUIECKUX
IPOTPECCUBHBIX (DOTOHHBIX KapT, KOTOPasl TO3BOJISETCs -
(bEKTUBHO PACCYUTHIBATH OCBEIEHHOCTD B CIIEHAX UMEIOIIIX
GOJIbIIYIO TIyOMHY 3€pKaJbHBIX OTParKEHUH U IIpesioMIie-
auil. /IaHHBI TUII CIleH PEJIKO BCTPEYAeTCs B KOMIIBIOTED-
HBIX HUI'Pax, MPOM3BOJCTBE BU3YAJBHBIX CIEIR(P@EKTOB, HO
IIUPOKO PACIPOCTPAHEH B CBETOTEXHUKE M OITHKE, HAIPH-
Mep, CBETONPOBOIAIUX cucTeMaxX. OrpaHuYuB riryObuHy 00-
pPaTHOM TPACCUPOBKH JIyUeil yIa10Ch IOy YUTh, IIyCTh U CMe-
LIEHHYIO, HO BCe-TaKu cocrosTesnbHyio Monre-Kapiosckyio
OIIEHKY CBETOBOI IJIOTHOCTH, TO €CThb CXOJSAILYIOCA K TOY-
HOMY pemreHuio. P EKTUBHOE MOIECIUPOBAHNE TAKUX CICH
[IO3BOJISIET CO3/1aTh 0OJIee COBEPIIEHHBIE CUCTEMbI ABTOMATH-
3UPOBAHHOIO ONTHYECKOrO IIPOEKTHPOBAHUSI.

Pabora mnomgepxkana rpantamu llpesumenta P® HIII-
8129.2010.9, POOU Ne Ne 09-01-00472, 10-01-00302, a Takke

komnanwueit Integra Inc.
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Cexkums 1. CBeT B hboTOpeanucTM4HoON BU3yanmsaumnm

NMocTpoeHue cnekTpanbHOro npeacraBsneHns u3 RGB gaHHbIX B 3apgadax
crneKkTparnbHOro moaenupoBaHus

Knanos Jmutpuit Jmurpuesuy

T'ocynapcrBennsiii Onruueckuii Uucturyt um. C.J. BaBunosa, Cankr-IlerepOypr

Iloremun Urops CranucnaBoBu4

Wucturyt lpuknanxoit Marematuku uMm. M.B.Kengsimma PAH, Mocksa

AHHoTauus

HanHass ~ craTbsi  NOCBsLIEHA  (DU3MYECKH  KOPPEKTHOMY
KOMITBIOTEPHOMY MOJICITUPOBAHHUIO CIIECH, COJEPKAIIMX OOBEKTHI,
ONTHYECKHE CBOMCTBAa KOTOPBIX OIPEACICHBl B Pa3IUYHBIX
NIPOCTPAHCTBAX, HampuMmep, B cHekTparbHoM u  RGB
npocTpaHcTBax. Jlns yMeHblIeHHs OWIMOOK IBETONEpeaadn
Mpe/IaraeTcsi MepeBO BCEX NAHHBIX B EIUHOC CIEKTPAIbHOE
MpOCTPaHCTBO. B pabore mnpemiokeH MeTox  (U3HMUSCKH
KOppeKTHOro npeobpazoBannsd RGB naHHBIX HCTOYHUKOB CBETa U
ONTUYECKHX  CBOMCTB  IOBEPXHOCTEH B  CIEKTpaJbHOE
npeacrasieHue. B omimume oT OOJBUIMHCTBA IpeiaraeMbIX
METOJOB, pa3paboTaHHOE peIleHHEe OO0eCIeYnBaeT TOYHOE
npeobpazoBanne RGB 1BeTa kak 111 HCTOYHHKOB CBETa, TaK W
JUTSL CBOMCTB ONTUYECKUX TTOBEPXHOCTEH.

Knwuesvle crosa: [lsemonepeoaua, RGB, XYZ, CIE, penoepune,
ChekmpanbHblie ONMUYecKue CoUCmaa, CNeKmpatbHas
NAOMHOCMb, CNEeKMPANbHASL MPACCUPOSKA TIyYell,
Gomopeanucmuunocms.

1. BBEOEHUE

IoctpoeHue  (GOTOpeaTMCTUYHBIX  H300pakeHUit  TpeOyeT
(GM3UYecKH KOPPEKTHOTO TPEICTAaBICHHS ONTHYECKHX CBOWCTB
cieHbl. J[is WMCTOYHHKOB CBETa W ONTHYECKUX CBOWCTB
MOBEPXHOCTEH  EMUHCTBEHHO KOPPEKTHBIM  IMPECTAaBICHHEM
SIBISIETCSL CIICKTPAIbHOE TPEACTABICHHE MAaHHBIX. B CIOXHBIX
CHEHaX  JOCTATOYHO  TPYOHO  JOOHUThCS  OJHOPOIHOTO
CHEKTPAJIBHOTO IPEACTABICHUS MJaHHBIX. Kak mpaBwio, B
«CTEKTPATBHBIX» CIEHAX PSI ONTHYCCKUX CBOWUCTB OCTACTCS
onpezneneHHbiM B RGB  mpoctpanctee [1, 2]. Orcyrcrsue
CHEKTPAIBHBIX JAHHBIX 00BsCHSCTCS TPYIOEMKOCTBIO
CHEKTPAIBHBIX HM3MEPEHUI M HAM4YMeM Y psga CTaHAapTHBIX
OuOMMOTeUHBIX O00BEKTOB, Hampumep, Tekctyp wim HDRI
HUCTOYHUKOB CBeTa, UCKMo4YnTeibHo RGB npencrasnenus.

Jnsg cueH CO CMCIIAaHHBIMM  ONTHYECKUMHU  CBOICTBaMHU
TpaccupoBKa Jiydeii B aByx npocrpanctBax (RGB u
CIIEKTPAIbHOM) OJHOBPEMEHHO 3aj1a4a aTOPUTMHIECKH CIIOXKHAS
W He BCerza JOCTaTOYHO To4Has. B mporecce TpacCHpOBKH
BO3MOXHO (opmupoBanue orpurateibHbix RGB mBeroB (kak
pe3ynbTaT KOHBEPTALMM CHCKTPAIbHBIX MAaHHBIX Jiyda B
nokaipHoe mpencraBienne RGB mosepxuoctu). EcrectBeHHO,
OTpUIIATENbHBIC  3HAYEHMS  HCKIIOYAalOTCS, HO  TOYHOCTH
[Berolepenayn cHikaeTcs. [103ToMy akKypaTHBIM penieHHEM
Oyner mpeoOpazoBanne Bcex RGB maHHBIX B CHEKTpajbHOE
MPE/ICTABICHHUE.

H3BecTHO, 9TO mpeoOpa3oBaHHE CIEKTpaIbHBIX NaHHBIX B RGB
TIPEJICTABIICHAE BBITIOMHACTCA OJHO3HAYHBIM 00pa3oM, OIHAKO
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obparHoe mpeobpazoBanne RGB nmanHbIX B cHekTpaibHOe
IpeJcTaBlIeHNe HeoqHo3HauHo. He mMest Hukakoi MH(popManun
00 WCXOZHOM CHEKTpE H3IydeHHus, 3ajada He MOXKeT OBITh
oqHo3HauyHO pemeHa. IloaTomy, kak mNpaBuiao, JUIA pEILEHUsS
JIaHHOW 3aJa4d HCHOJNB3YyeTCs psii JomymieHui. Bo-mepBsix,
IpeIoNaraeTcs, 4YTO CHEKTpalbHbIE CBOWCTBA OJMKHBI OBITH
HPEJICTAaBICHB! KaK MOXHO B (oJiee IIMPOKOH 00JIacTH CIieKTpa U
HOPTOMY OKa3plBaTh HAMMEHBIIEEC BIUAHUE Ha HMCTHHHO
CIIeKTpaJbHBIC JaHHBIC. Hampumep, ecii creKTporpamMma Jyda
UMeeT OCOOCHHOCTb, KaK TO SPKO BBIPAXKCHHBIH MaKCHMyM, TO
B3aMMOJICHCTBHME JIyda C IOBEPXHOCTbIO, 3ajaHHOii B RGB
IOPOCTPAHCTBE,  JODKHO IO  BO3MOXHOCTU  COXPaHAThb
0COOEHHOCTh ~ CHEKTPOTpaMMBI  JIyda. OTO O3HA4aeT, dYTo
cnekTporpamma, mosyuenHas u3 RGB paHubIX, momkHa OBITH
MaKCHUMaJbHO HIMPOKOW UM paBHOMEpPHOH. Bo-BTOpbIX, 3TO
KacaeTcsl CHEKTPalbHBIX CBOMCTB IOBEPXHOCTEH, MHTErpajibHbIE
crieKkTpanbHble  KO3(GQHUIMEHTB OTpakeHHs /| HPOIyCKaHHs
KOTOPBIX HE JOJDKHBI IPEBBIIATH 1.

Jnsa peumenust 3amaud  kouBeprauuu RGB  gaHHBIX B
CHEKTPAIbHOE MPENCTaBICHHE OBUT MPEUIOKEH PSl MOAXOI0B U
anropurmoB [3, 4, 5, 6, 7], 6asupyrommxcst Ha BbIGOpe Ga30BBIX
¢byukuuit  (cniexkTporpamm), B3BemwmuBas kKotopele R, G u B
[BETaMH, MOXKHO MOJYYHThH CIIeKTporpammy Tpedyemoro RGB
LBeTa.

OCHOBHBIMHM HEJIOCTATKAMH JTHX IIOAXOJ0B SBIAIOTCS JIHOO
HETOYHOCTh KOHBEpTAallMd, TO ecTb KoHBeprauusi RGB B
CHEKTpaJlbHOE TpencraBicHUe W obpatHo B RGB He naer
ucxonHoro RGB 1Bera; 00 HEOAHOPOIHOCTH CIIEKTPOTPaMMEI,
TO €CTh CHEKTporpaMMa He IUIaBHas (yHKIHA, a HaOOp OCTPHIX
IIUKOB; JIN00 (HOPMHUPOBAHUE CHEKTPOrpaMM C OTPHLATENILHBIMHU
3HAYEHUSIMH; JMOO TPEBBILIEHHE CHEKTPAIBLHOrO OTpaxkeHus /
MpOMyCKaHusi TMOBepXHOCTH 1. OCHOBHBIM TPEHMYIICCTBOM
JAHHBIX TOJIXOJO0B ABIACTCS A(PPEKTUBHOCTH MpPeoOpa3oBaHHs
LIBETA, 4TO JEIAaeT BO3MOXKHBIM OCYLIECTBIIATH mepexon oT RGB k
CIIEKTPAIbHOMY TPE/ICTABICHHIO B IIPOLIECCE TPACCHPOBKH JTyUCH.

st popMHUpOBaHUSI peaTMCTHYHBIX» crekrporpamm u3 RGB
IaHHbIX B padote [10] ObUT MpeIokKeH aaropuT™ HCIIOIB30BaHHUS
OrpaHHYeHHOT0 Habopa CIEKTPAIbHBIX TOYEK  CIIOXHOTO
I[BETHOTO 00beKTa, Harpumep, CIIEKTPOTpaMM  JUIs
OTPaHHYCHHOTO Habopa YIJIOB [BYHANpaBICHHOH (GYyHKIUH
orpaxkeHusi. OCHOBHBIM ~OTpaHHYEHHEM JAHHOTO IOJXOAA
SIBJISICTCS. HAJIM4YKE CIIEKTPAIbHBIX JAHHBIX, KOTOpbIE HE BCeria
JTOCTYTIHBI.

Jlannas pabora mpeiaraeT TOYHOE PELICHHE MpeoOpa3oBaHUs
RGB pmaHHBIX B  CHOEKTpalbHOC MpEACTaBICHHE.  XOTS
3 (EeKTHBHOCT, JAaHHOTO pEIICHWS HE TaK BBICOKA, KaKk Yy
MMOJXOJIOB, MPUBEICHHBIX BBIIIE, O3TO HE SBISAETCA CTOJb
KPUTHUYHBIM, TOCKOJBKY TNpeoOpa3oBaHHE IIBETOB  MOXKHO

GraphiCon'2010



Cexkums 1. CBeT B hboTOpeanucTM4HoON BU3yanmsaumnm

BBINOJIHATH B MOMEHT 3arpy3KH CLEHBI U, XOTs 3arpy3Ka CLIE€HbI
CTaHET HECKOIbKO JUINTENbHEe, TPAacCHPOBKa Jyded OyzneT
s dexruBHee, TOCKONIBKY CIleHa OyJeT oIlpejeieHa B
OJJHOPOJHOM CTIEKTPaIbHOM TIPOCTPAHCTBE.

2. AlITOPUTM NMPEOBPA30OBAHUA RGB
AAHHbIX B CNEKTPAJIbHOE NPEACTABJIIEHUE

IpemnaraeMoe  pelieHHE  OCHOBBIBACTCS ~ HA  PEIICHUH
HHTErPAIBHBIX ~ YPAaBHEHHH IPeoOpa3soBaHMsl  CIIEKTPAIbHBIX
nanHeix B RGB mpencraBnenne. RGB 1uBer BblUHCHsAeTCS B
cootBercTBHH ¢ u3BecTHBIMU CIE dopmynamu [8]:

780

x= [x,p(2)d2
380 (l)

780

y= J.yﬁ(p(/l)d/l =rgb=M -xyz
380
780
2= [z,p(2)d2
380
rie:
X,,¥,,Z, — Oyukuun uayscrBuTensuoctd XYZ s

CTaHJAPTHOTO HAOJIIOAATENS,

o) — OyHKOMA IUIOTHOCTH paclpeleNeHus SPKOCTH
(MHTEHCHBHOCTH) WITH JAPYTOi CBETOBOM BEIMYHHBI,

X, Y, Z — koopauHatsl 1iBeTa B XY Z NpocTpaHCTBE,

M — marpuna npeobpa3zoBaHus KoopauHAT nBeta u3 XYZ B
RGB npocrpaHcTBO.

IMockoneky npeobpazoBanne RGB B XYZ opHo3nawHO, TO
HHTErpajlbHbIe YPABHEHHUS MOXKHO PEIaTh OTHOCUTEIBHO X, Y U Z
KOOpAMHAT LBeTa. JUJIs penieHns 3aMeHUM HHTETpajibl CyMMaMH C
MOCTOSIHHBIM IIaroM MO JIMHE BOJHBI U TIONYYUM CHCTEMY
JMHENHBIX YpPaBHEHMH OT 3HAYEHWMH CIEKTPalbHOW IUIOTHOCTH
(nckomoii criektporpammbl RGB nera):

N
x=A1Y X, 0(4)

‘;1 )
y= Aﬂ“z VA«,(P A

i=1

N
2=ALY 7, 0(4

i=1

OueBnHO, 4to mpu N > 3 cucTeMa HMeeT MHOXKECTBO PELICHHIA.
Pemenne cucrembl (2) MoxerT OBbITh HAWIEHO Kak JIMHEHHAs
KOMOWHAIlSI ~ YacTHBIX  pemIeHHH.  ANTOPHTM  PEIICHUS
CIIe Iy FOIININA:

Iar 1. Ilukiauyecku, Ui BCEX JUIMH BOJH CIEKTPAJIbHOTO
HHTEpBalia BEIOMpaeTcsi 3 HOBBIX, HECOBIANAONINX JIHHBI BOJIHBI

(g A2y )

[lar 2. Haxoaurtcst yactHoe |-oe pelieHne ypaBHEHHs Uil 9THX
somt (4,2, 4, )

x=AAX, 01 (4)+ %, 01 (2)+ X, 01(2,))
y= M(ym( 2)+7,0(4)+ v, 04 )
2=Mz,0(4)+2, (pl( )+zik¢|(/1k))

©)
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lar 3. Ecnu pemieHue CHUCTEMbI JUMHEHHBIX ypaBHeHuit (3)
cymectsyer (g, (4, )(/7| (ﬂj ), »(4,)) m Bece crextpanbmbie

TUIOTHOCTH SIBIISIIOTCS HEOTPUIATENbHBIMU YHCIAMH, TO JaHHOE
pEIIeHHe €CTh OAWH U3 3JIEMEHTOB OOIIET0 pemIeHHs, U OHO
06aBIAeTCS K 00LIEMY PELIEHUIO:

(ﬂ(ﬂi ) = (ﬂ(ii )+ ? (ii )
(0(/11 ) = (”(ﬁj )+ ? (ﬁj)
o(2)= (2 )+ (%)

Ilar 4. HopmupoBka criektporpammsl. [1ociie OKOHYaHHS [UKTA
(war 1) MBI MMeeM HEHOPMHPOBAHHYIO CrEKTporpammy g4, ).

4)

OueBHIHO, 4YTO I JAaHHOTO PCIICHUs HOPMHPOBOYHBII
MHOXHTEITb CIIEKTPOrPaMMBI 3TO 00Iee KOTHMYECTBO HAWICHHBIX
JIOMYCTHMBIX peieHuit L.

IpuBons pesynpTaT paboTHl aNropuTMa K HCXOJHOH cHCTeMe
JIMHEHWHBIX yPaBHEHHUIT (2) MOXKHO 3aIHCATh:

N 1&

X= AZZ Ya IZ(Di, (ﬂ’u)
i=1 1=1
N 1&

y= A/?,Z yai EZ% (ﬂ/)
i=1 =1

N 1&
= AZZ z;_, Iz(pi, (/11)
i=1 1=1

i

®)

Lij — oOmee KOIMYECTBO HANACHHBIX JOMYCTUMBIX PEIICHUH
IUIST JUTAHEI BOJTHEI A,

, (li) — HaiiileHHOoe uacTHOe pemenue |-oit ¢yHKIHN
1
CNEKTPAIBHOM IUIOTHOCTH JUISl JUTHHBI BOJIHBI 4;.

OueBUAHO, UTO TMOJYYEHHas CIEKTPOrpaMma yJOBJIETBOPSET
YCIIOBUIO MAaKCHUMaJIbHOU IIPEJCTaBUTENBHOCTH, IOCKOJIBKY B HEH
MIPUCYTCTBYIOT BCE BO3MOJKHBIE PEILEHMS I BCETO BHIUMOIO
CIEKTpa.

JUas BBIYHCIICHHS CIICKTPAIBHBIX KOI(D(PUIHEHTOB OTpasKeHHUs
(mpomyckanust) — moBepxHoctH  Belpaxkenwst (1) - (5)
HEIOCPEACTBCHHO HE NMpUMEHHMBI. HeoOXOAMMO MOMHHTB, YTO
[OBEPXHOCTH HE 00J1afaeT COOCTBEHHBIM IIBETOM, a MO LBETOM
[OBEPXHOCTH, KaK [PaBHIO, [OHHMAIOT HOPMHPOBAHHBIN
OTPaXCHHBIH (LPENOMIICHHBII WM pACCESHHBIN) LBET OT
CTaHJApTHOTO OEJIOr0 HCTOYHWKA CBeTa, Hampumep, DG65.
Iosromy anamorom BbipaxkeHud (1) st mBeTa MOBEPXHOCTH
SIBISIETCSI CIICY LM HaGOp BBIPAKCHHS:

780 780
Xoss = | X,D65(2)dA| |x, = [X,p(2)D65(4)d4
380 380
780 780
Yoes = JleGS(/i)d/‘L p = J‘ylp(/'t)DGS(/i)d/i
380 380
780 780
Zogs = [ 2,D65(2)d2 = [z,p(2)D65(2)d2
380 380 (6)
19056 = M - XyZpe rgb, =M -xyz,
r= r—"; g= &; b= b ;
rDﬁS gDGS bDGS
rue:
D65(1) - cmekrporpamma Oenoro ucroynuka D65,

OCBCIHIANOUIETO IMOBEPXHOCTD,
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Cexkums 1. CBeT B hboTOpeanucTM4HoON BU3yanmsaumnm

p(A) — cmextpanbHble cBoiicTBa OTpaskeHMs1 (IIPOIYyCKaHUS)
MOBEPXHOCTH.

ITockoNbKY — CIEKTpOrpamMMa  ONOPHOro  HcTo4HHKa D65
OmpeneeHa, [UIS BBIYHCICHUS CHEKTPOrPaMMBI  OTPaXKCHHS
(mpormyckanus) moBepxHocTH p(4) npumennm anroputm (2) — (5),
re BMECTO  CIEKTpalbHOU U3IYMATeIbHOCTH ¢, ( g_)

BBIYUCIIACTCA pi (AI) HOHOHHI/ITGHLHHM OrpaHUYCHUEM JIsd
|

BBIYHMCJIEHUSA CIEKTPOrpaMMbl INOBEPXHOCTU SBISIETCSA YCIIOBUE

230 ()s

3. NIPUMEHEHUE PA3PABOTAHHOIO
ANNTOPUTMA ana NOCTPOEHUA
®OTOPEANUCTUYHBbIX U3OBPAXEHUA

Pa3paboTaHHbI aNropuT™M OBLT MHTETPUPOBAaH B HPOTPAMMHBII
KOMIUIEKC ~ IOCTPOEHHUs  (OTOPEaNMCTUYHBIX  H300pakeHuit
SPECTER [9]. Bce nanHble ONTHYECKHX CBOWCTB MOBEPXHOCTEH
W HCTOYHUKOB CLEHBI, ompexaeneHHble B RGB mpocTpaHcTBe,
MepEeBOIATCS B  CIEKTPaJbHOE TIPEACTAaBIEHHE B IIpolecce
00pabOTKM  CHEHBl Hepel  HavyaaoM  peHaepunra. Jlns
peoOpa3oBaHusl ONTUYECKUX CBOMCTB MOBEPXHOCTEH CLEHBI U3
RGB B crnekTpalibHOE NPEICTAaBICHHE HCIIOIb30BAJICS OIMOPHBIN
uctouHuk DB65. CriekTpalibHble JaHHBIC, MPEOOpPa30OBaHHBIC U3
RGB 1BeToB, 1al0T HEOTIUUUMBIH pe3yiabTaT OT ucxoaHoro RGB
npezcTaBieHns. Hiske IpuBOsTCS M300pakeHNs, BBIIOIHCHHBIE
B ucxoqHoM RGB ¥ KOHBEpTUPOBAHHOM CHEKTPAJIbHOM
MPOCTPAHCTBAX.

Jdns  ynoOctBa  CpaBHEHHS  pE3yJIBTaTOB  MOJACIHUPOBAHUS
HCIIONB30BAIach  3epKalbHO CHMMeTpuyHas cieHa (cdepa,
OCBCIIICHHAs TOYCYHBIM HCTOYHHMKOM CBETa, M HaOmomaTeneMm,
HAaXOJSIIIUMCS Ha JIMHUKM OT UCTOYHUKA CBETA K LIEHTPY CPEpBI).

B kauecTBe MepBOro mpumMepa ObUIa PACCMOTPEHA KOHBEPTALHS
HCTOYHUKA cBeTa ¢ meeramm RGB = (6000, 5000, 1000)mMm B
CIEKTpaibHOE TpeiacTaBienve. Ha pucynke 1 mokaszana
CIIEKTPOrpaMMa JIAaHHOTO HCTOYHHKA CBET4, TMOJydYeHHas B
pe3ybTare KOHBEPTAIUH.

&, nm

Pucynok 1: Criekrporpamma ucrounuka csera st RGB = (6000,
5000, 1000)mm.

Ha pucynke 2 mnoka3aHo wu3oOpakeHue Oenoli cepsl,
OCBEIEHHOM 1BeTHRIM HcTounrkoM ceeta (RGB = (6000, 5000,
1000)nmm). MH3oOpaxkeHne JIeBOH MOJOBHHBI  Cepsl  OBLIO
BeimonHeHo B RGB mpoctpancTBe, a m300pakeHHe IpaBoit
MOJIOBHHBI — B CIICKTPAILHOM MPOCTPAHCTBE CO CHEKTPOrpaMMOit
HCTOYHUKA CBETa, MPEJICTaBICHHOM Ha pucyHKe 1. M300paxkenus
MOJIOBMHOK HEPAa3JIMYUMBI, YTO TOBOPUT O TOM, HYTO OIIHOKa
JaHHOTO METO/Ia BH3yallbHO HEOIIpe/ielnMa.
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Spectral

Pucynok 2: V3o6paxkenus cdepsl. Jlepast HOJIOBHHA IOCTPOEHA B
RGB npocrtpaHcTBe, paBasi HOJIOBHHA B CIIEKTPAIbHOM
MIPOCTPAHCTBE.

Heo6X0aUMO OTMETUTh, YTO M3-3a CHaboll UyBCTBUTENHLHOCTH
r1asa Ha KpasX CHEKTPalbHOro juanazoHa ((huOJeToBOH U
KpacHOii 061acTsX) pelenue ypasHeHus (5) MOXKeT IPUBOIUTH K
PE3KUM NHMKAaM B JaHHBIX KDPAeBBIX 30HAX. 3HAUEHUS HA KpasxX
CMEKTPaJbHOTO HMHTEpBala MOTYT Ha MOpPSAAOK IIPEBBINIATH
cpelHee 3HAYEHHME CHEKTPOrpaMMbl. XOTA [aHHble HHKH He
OKa3bIBAIOT TNPAKTUYECKH HHMKAKOrO BIMSHHS HA LBET, OHH
BBITJISIAT HEECTECTBEHHBIM 0OPA30M H JIOJKHBI OBITH YCTPAHEHBI.
Jns  QuibTpaluu  CHEKTPOrpaMM  HCTOYHHKOB  CBETa
UCTIONB3YETCs NPOCTOM alropuT™, Mesk KOTOPOTo 3aKII0YaeTcs B
cienyromeM. YactHble pemenus (3) copTUpyIOTCS B MOpSIKE
BO3PACTAHHMS MAKCHMAJILHOTO 3HAYEHMUS OJHON M3 CIIEKTPAIbHBIX
TIOTHOCTEH ¢ (ﬂi )Y o (ﬁj ), o (gk), n K mocnemHuMx pemeHu,

KOTOpBIE TIPUBOJAT K MOSIBIEHUIO KPAEBBIX TTMKOB, HCKITIOUAKOTCS
u3 pewenus (5).

B xauectBe BTOpOro mpumepa OblIa paccMOTpeHa KOHBEPTAaLUs
BeTHOro ko3¢ ¢uuumenra spkoctd auddy3HOH MOBEPXHOCTH C
ngeramu  RGB = (0.21, 0.72, 0.15) B cHexrpaabHOe
npencraBieHnne. Ha pucyHke 3 TmOKa3aH —CIEKTpajbHBII
KOO QHIMEHT SPKOCTH NAHHOW ITOBEPXHOCTH, MOJYyYCHHBIH B
pe3yJibTaTe KOHBEPTAIUH.
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Pucynok 3: CnexTpaiibHblid K03 GUIMEHT ApKOCTH TUPPy3HON
nosepxuocty st RGB = (0.21, 0.72, 0.15)mm.
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Cexkums 1. CBeT B hboTOpeanucTM4HoON BU3yanmsaumnm

Ha pucynke 4 moka3aHo m3obpaxenue 3eneHoit cheper (RGB =
(0.21, 0.72, 0.15)), ocBemuieHHO# OenbIM HCTOYHUKOM cBeTa D65.
N3o6paxeHue 1eBoi MONOBUHEI chephl ObLIO BhIONHEHO B RGB
[POCTPAHCTBE, a H300paKCHHE TpaBOil IOJOBHHBI — B
CIIEKTPAIbHOM IIPOCTPAHCTBE CO CIEKTPAJIbHBIMH CBOHCTBAMU
MIOBEPXHOCTH, TIPEACTaBICHHBIMU Ha pucyHke 3. Kak u s npeta
[OBEPXHOCTH, H300paXEHHS IOJIOBUHOK HEPA3IMYHMBbl, YTO
FOBOPDHT O TOM, YTO OIIMOKAa JAHHOTO METOAA BH3YalbHO
HeoIpeeIuMa.

Spectral

Pucynok 4: N300paxkenus cdepsl. JleBas monoBuHa N0CTpoeHa B
RGB npocrpaHncTBe, npapasi HOJIOBHHA B CIIEKTPAJIbHOM
MPOCTPAHCTBE.

Ilpu xouBepraimu RGB naHHBIX B chekTpanbHbIe CBOMCTBa
MOBEPXHOCTH  HCIIONB30BAJICS  JOMONHUTENBHBI  KPHTEPUIA:
CNIEKTPAJIBHOE OTpaXkeHHUE (IIPOIyCKaHKE) HE JJOJDKHO MPEBBINIATh
1. B codyerannu ¢ $uabTparmel, NCIoIb3yeMOol I HCTOUHUKOB
CBETa, pE3yNbTUPYIONAas CIEKTPOTrpaMMa CTAHOBUTCS, Kak
npaBuiIo, 0oJjee IIIOCKOM, YTO BHIHO HA PUCYHKE 3.

4. 3AKIMKOYEHUE

Xotst 3()(eKTHBHOCTh MpeIIaraeMoro MeToJa HEBBICOKA, OH
obecrieynBaeT BBICOKYIO TOYHOCTb KOHBEpTaLH u
MPEeJCTaBUTENbHOCTD CIEKTPaJIbHBIX JIaHHBIX, T.C.
OTPENICNICHHOCTh B IMUPOKOI o0jacTu cnekrpa. JaHHBIA MeTox
MPUMEHUM B ClydasX, KOrJa TpeOyeTcsi MOCTPOCHUE MOJIHOU
CIIEKTPAJIBHOM CLEHBI, W HE NpEeAroiaraeTcs Obictpas (XOTs U He
coBceM TouHas) kouBeprauus RGB nmanHbiXx B crekrpaibHOe
NIpeICTaBJIEHHE B NPOILECCe TPACCUPOBKH JIyya.

Paspaborannsie aJITOPUTMHYECKHE petenus ObUTH
HHTETpUpOBaHbl B mporpamMublii kommiekc SPECTER, uro
MO3BOJIIJIO  BBIMOMHATH  (POTOPCATUCTHYHBINA  CIIEKTPATBbHBII
PCHACPUHT CIIEH, BKIIOYAIONIMX, HAPSOY CO CIEKTPaJIbHBIMU
ONTUYECKUMH CBOICTBAMM, CBOiicTBa, 3aaanHHele B RGB
MPOCTPAHCTBE.
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spectral spaces. To eliminate inaccuracy of the color
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transmittances.
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Cekuusi 1. CBeT B (hOoTOpEANUCTUYHON BU3yanu3aumm

CMEKTPANbHASA TPACCUPOBKA NTYYEW B 3ALAYAX MOCTPOEHUA ®OTOPEANIMCTUYHbIX
U30BPAXEHUA

b.X. Bapna;uml, KA. BOCTpXKOBl, B.A. raHaKTI/IOHOBl, .. XKnanos 2, n.C. HOT@MI/IHI, JI.3. I_I_Iarmpo1

1I/IHCTﬂTyT [Mpuknagnoit Marematuku um. M.B.Kennpeima PAH, Mocksa

*Tocymapcrennbiit Omruueckuit Mucturyt um. C.U. Basmiosa, Cankt-ITetepGypr

AHHOTauuA

JlaHHast CTaTbs IMOCBSICHA aHAIN3Y ONIMOOK I[BETONEPEaayu,
BO3HUKAIOMUX IPH KOMIBIOTEPHOM IIOCTPOCHHU H300paskeHUS
CIEH CO CJIOXHBIMH ONTHYECKMMH CBolicTBamu. B pabore
MPOM3BENICH  AHANIW3  NPHYMH  BO3HUKHOBEHHUS  OLIMOOK
[BETONepelaud  TpH  THOCTpoeHHH wu3o0paxenuit B RGB
MPOCTPAHCTBE, W MpPELIOKeH 3(GEKTUBHBII W aKKypaTHBIN
ITOPUTM  pelleHHs  3aJady  IOCTPOEHHS  CIEKTPaJbHOTO
n3zo0paxenus. [IpennoxxeHHbIe peleHns: ObUIN peaTn30BaHbl IS
NIPOrpaMm pSMOH CTOXaCTHYECKOH " o0OpaTHOH
JNETePMUHUCTUYECKOH TpaccupoBku Jydedl. Kpome Toro, s
CIIOKHBIX CILIEH, COJEp)KallluX CMeCh ONTHYECKUX CBOMCTB,
OIIPEICIICHHBIX B PAa3JIMYHBIX MOJEISX, BKItodas RGB, Obnio
MpeayiokeHo  dPQPEeKTUBHOE M aKKypaTHOE pelleHHue Ui
MIPUBEJICHHUS BCEX ONTHYECKUX CBONCTB K €IMHOMN CHEKTpPalbHOM
MOJISIIH.

Knrwoueswle cnosa: [{semonepeoaua, RGB, XYZ, penoepune,
CHEKMpalbHble ONMUYECKUe C8OUCMEA, CHeKMPALbHAL
NAOMHOCMb, CREKMPAIbHAS MPACCUPOBKA TyHel,
@omopeanucmuunocme.

1. BBegeHune

[Toctpoenne GoTOpeaTnCTUUHBIX U300PAXKEHUI CIOXKHBIX CIICH,
colepXamux  OOBEKTBI €O  CICHUAJIbHBIMH  CBOWCTBaMH
MIPOITYCKAaHHs, OTPAKCHUS M PacCCUBAaHUS, TPEOYET PUMEHCHUS
¢Gu3MYecKH ~ aKKypaTHBIX ~ MoJeieil  pacuera  SPKOCTH,
¢bopmupyemoii naHHBIMH 0OBbekTamu. Kak IpaBuiio, IporpaMmel
KOMIIBIOTEPHOTO TOCTPOEHUs H300paxeHuil ucmons3yror RGB
NpEeACTaBICHUE AN ONHCAaHUS  ONTHYECKUX  CBOMCTB
TCOMETPUYECKHX OOBECKTOB CIICHBI M HCTOYHHKOB CBeTa. Takoe
MPUONMKCHNE HMCHONB3YeTCsl HE TOJNBKO B  «alllapaTHBIX»
cucremax [1], ocHoBanubsix Ha OpenGL, HO ¥ B OOJBIIUHCTBE
mporpaMyM, JIeKIapUpYROIuX (U3HYECKYH AaKKypaTHOCTb U
(boTopeanucTU4HOCTh (hopMHUPYyEeMOTo u3odpaxeHus 2, 3].

Kak  wm3Bectho, RGB  mpocrtpancTBo  orpaHuueHo, u
MPECTABJICHUE IIOJIOKUTENIBHBIX LBETOB HE OXBATHIBAET BECh
BUJUMBIN CHEKTpalbHbIM JauMana3oH. B paHHOM KOHTEKcTe
HEOOXOJMMO  pa3iaMyaTh  JBa  MOMEHTA, CBS3aHHBIX C
KIMIITUPOBAHHEM U UCKAXEHUEM IPE/ICTABICHUS 1{BETA.

Bo-nepBhIX, 3TO HCKa)XE€HUE 1[BETa, BO3HHKAIOIIEe IPH pacuere
BUAMMOW  ApPKOCTH 00BEKTOB cueHbl. Spkoctb B RGB
TIPEJICTABICHHH TIPOIIOPIMOHANBHA TPON3BEIECHNIO KOMITOHEHT R,
G wm B ocBemeHHOCTH O00BEKTa Ha COOTBETCTBYIOIIHE
KOMITOHEHTHI KO3((dHIIeHTa IpKOCTH 00BEKTa B HAIPaBICHUH
HaOmoeHus. JlaHHOE COOTHOILIEGHHE HE BbI3BIBACT HCKAKCHUS
I[BeTa TOJBKO B TOM Cilydae, eciud KOd()(UIMEHT SApPKOCTH ObLI
M3HA4YaJbHO OINpE/ENICH I 1IBeTa 3aaHHOTO MCTOYHUKA CBETA.
OueBnaHO, 4YTO IO CIHEH, B KOTOPBIX  HaOTIOAEHUE
OCYIIECTBIISIETCS CKBO3b I[BETHBIC CTEKJIA MIIM 3€pKaia, WM s
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COEH, COACpXKAaIUX Pa3sHOUBETHBIC HWCTOYHUKH HU3JTYUYCHUA,
HCKIIOYUTH UCKAXKCHUS IBETA IPAKTUIECCKHU HEBO3MOKHO [4]

Bo-BTOpBIX, 3TO KIMNNUPOBAaHME IBETa Ha MHPUEMHUKAX
u3iy4eHus. BolbIIMHCTBO COBPEMEHHBIX IPHEMHUKOB H3TyYCHHS
HE MOTYT BOCIIPOU3BECTH BHIMMYIO SIPKOCTh WIIH OCBEIIEHHOCTb
0e3 MckakeHWs nBera. Takue MpUeMHHKH m3inydeHus kak CCD
MaTpHIl  TPAaHCGOPMHUPYIOT  CIEKTPAIbHOE  paclpe/eneHue
ocsemeHHocTH B RGB  wm3o6paxenue. EcrectBeHHO, Takas
TpaHchopManus TepsieT OTPULATENbHYI0 COCTaBIIIONIYIO IIBETA,
U 3TO HEBO3MOXKHO UCIPaBHUTh. [103TOMy, KOrza Mbl TOBOPHM O
(dopMupoBaHUN (HOTOPEATHCTUIHOTO H300PAXKEHUS, MBI TOIDKHBI
TIOHNMATh, YTO «(OTOPEATNCTHIHOCTH» MOXKET YXKE COJepxKaTb
HCKa)KeHHWe IBeTa, M 3ajada INOCTPOEHHS (POTOPEaTnCTHIHOTO
n300paxeHus JOJDKHA BKIIOYAaTh COOTBETCTBYIOIIYIO MOJEIb
IpUEMHUKA U3IydeHus [5].

OueBuHO, 3a/aua MOCTPOCHUS (hoTOpEATHCTHIHBIX
n300paXKeHUH CONEPIKUT JIBE HE3aBUCHMbIE MOJENU. Bo-nepBbIx,
MOCTPOCHUE MCTHHHOTO PACHpPEACICHHS OCBELICHHOCTH WM
SPKOCTH  HAa  NPHEMHHMKE  M3IY4eHHsS, U, BO-BTODBIX,
npeobpazoBaHne BXOoAHOTro u3nyueHuss B RGB mpexacrasieHue.
JanHas paboTa MOCBSIIEHA UCKIIOYHTEIFHO IIEPBOMY aCIeKTy, a
MMEHHO, (OPMHUPOBAHUIO paclpeleleHHs OCBEHICHHOCTH U
SIpKOCTH 03 UCKa)XKeHUsl 1BeTa. ENMHCTBEHHAss MOJEINb, KOTOpas
rapaHTupyeT MpPaBUIIBHYIO LBETONEpeaavy, CHEKTpabHast
MOJIeTIb, @ CAMHCTBEHHBIH METOJ pacyera OCBEIICHHOCTH H
SIPKOCTH — 93TO CIEKTpallbHas TpaccupoBka Jydeil. Iloatomy
OCHOBHOW aKICHT JaHHOW pabOThl — 3TO (PU3UYECKU TOYHAs
TPAacCUpPOBKA CIICKTPAIbHBIX JIydyed B CIIEHAaX, COJEpPIKAIIUX
00BEKTBI CO CIIOKHBIMU ONITUYECKHUMHU CBOMCTBAMHU.

2. basoBble orpaHu4yeHus RGB mopgenu n ownbkun
BblYUCNEHUA LBeTa

IIpeobnanaromee  GONBIIMHCTBO  KOMIIBIOTEPHBIX  CHCTEM
MOCTPOCHUsI M300pakeHWH HUCMOJB3ylOT amautuBHoe RGB
NpeNCTaBlICHHE IBeTa B ONUCAHMAX ONTHYECKHX CBOMCTB
00bekToB ciieHbl. OOBEKTHI CIIEHBI, OONATAIOIINE I[BETHBHIMU
CBOWCTBaMH, MOXXHO Pa3leNIUTh Ha JBE OCHOBHbIE Ipymmbl. Bo-
MEePBBIX, 3TO MEPBUYHBIE MCTOYHHUKH, M3NIy4alolIUe CBET, U, BO-
BTOPBIX,  3TO  BTOPWUYHBIE  HCTOYHHKH,  OTpaXKaloIIHe,
TIPEJIOMIISIOLINE U PACCEUBAIOIIUE CBET.

B cnyyae nepBuunoro ucrounuka ceera RGB uBer Beruucnsercs
B cootBeTcTBUH ¢ M3BecTHBRIMU CIE dopmymnamu [6]:

780
x= [%,p(2)d2
380
750 )
y= Iyﬂg/)(l)d/l =rgb=M -xyz
380
780

z= [Z,0(4)d2

380

rie:
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X,,V,,2, (yHKIMM  YyBCTBUTENBHOCTH XYZ  Juist

CTaHAAPTHOTO HaOMIOaTes,
() — QyHKIMSA IIOTHOCTH paclpeeneHus SPKOCTH (WM
IpYyroi (OTOMETPHYECKON BEIMYHHBI),

X, Y, Z — KoopuHaTh! 1iBeTa B XYZ npocTpaHcTBe,

M — marpuua npeobpa3oBaHusi KoopauHAT 1Bera u3 XYZ B
RGB npocrpancrso [12].

W3BecTHO, 4TO XOTsI mpeacTaBieHue 1usera B Buae RGB kananos
OXBaThIBA€T  BECb  BUJMMBIH  CHEKTpajbHBIA  JMana3oH,
COCTABIISIOIIHE [BETA MOT'YT OBITh OTPUIIATEIEHBIMI YHCIIAMH.

B KOMIBIOTEPHBIX BBIYHCICHHSX, KAK U B CUCTEMaX OTOOpaKeHHs
mu}poBOoro  U300paxeHHs, HUCHONB3YIOTCA IOJOKHTEIbHBIC
3HaveHus i oToOpaxkennss RGB mBera. O4yeBHIHO, YTO TaKoe
OTpaHWYCHHE [BETOBOTO MPEICTABICHHUS MPUBOAUT K OIIHOKaM
oToOpaxkeHus 1BeTa. [y OLEHKH OIMOKU IIBETOOLIYIEHHS, KaK
MPaBUIIO, UCTIOJIB3YETCs BbhIpakeHHe LBeTa B Lab mpocrpaHcTBe.
MexaynapoausiM  komutetoM CIE  Obn  ompexpeneH  psia
cragmaptoB 1mBeroBoro pazmmums: CIE76 [7], CIE94 wu
CIEDE2000 [8]. Hcmonb3yst (opMynasl LIBETOBOTO pa3iIH4Hs,
MOYKHO OIICHHTH OLIMOKY IIBETOOIIYIICHHUS ( AE",), BBI3BaHHYIO

KIMINUPOBAHUEM OTPHLATENBHBIX 3HaueHnH RGB mpocTtpancTaa.

B cinydyae BTOPHMYHOTO MCTOYHHMKA CBeTa 0ojee KOPPEKTHO
TOBOPUTDH O LIBETE MOBEPXHOCTH KAaK O PEAKLUH MMOBEPXHOCTU HA
najatommii  cBer. IloCKOJBKY TOBEPXHOCTH He oOyiagaer
coOcTBeHHBIM IBeTOoM, TO B RGB mpocrtpaHcTBe TmOA IBETOM
MOBEPXHOCTH, Kak IpaBWIO, I[OHMMAIOT HOPMHPOBAHHBIN
OTP@KEHHBIH (MPEJIOMICHHBI WM pACCEesHHbIH) LBET OT
CTaHJAPTHOrO OEJIOr0 MCTOYHHMKA CBeTa, Hanpumep, D65. O0uwmii
anroput™M BbluucieHHs RGB 1Bera mnOBepXHOCTH BBITJISIUT
CIICAYIOLIM 00pa3oM:

780 780

Xpes = [X,065(2)dA| |x, = [,p(2)D65(2)dA
380 380
780 780

Voes = [ 7:D65(2)dA| |y, = [5.p(2)D65(2)dA
380 380
780 780

Zpss = [ 2,065(A)dA| |z, = [2,p(2)D65(2)dA

380 380 (2)
18bpes =M - xyz s rgbp =M XYz,
pet g=Se. pe e ;
Tpes 8pes bpes
rac.

p(7) — cHeKTpalbHble CBOUCTBA OTpa)keHUS (IIPOILyCKaHMS)
HOBEPXHOCTH.

B peanbHBIX clieHaX, Kak TPaBHJIO, HCIOIB3YETCS CIOXKHOE
OCBELIEHHE, B KOTOPOM NPUCYTCTBYIOT HCTOYHUKH CBETa
Pa3IMYHOrO LBETA, U, KPOME TOTO, 3epKAJIbHBIC U MPETOMIISIOIINE
LBETHBIE OOBEKTHI 100ABISIOT BUPTYaJIbHbIEC LIBETHBIE HCTOUHHKH
ocBellleHHUs. B pesynbpraTe B pealbHOR CIieHE HE CYLIECTBYET
Takoro WCTOYHHMKA CBETa, 4YeW [BET MOXKHO ObUIO OBl
HCIIOJIb30BaTh Kak 0a30BbIM LBET JUIS pacueTa IBETOB 0OBEKTOB
cuenbl. [lodsToMy mns pacuera uBETOB OOBEKTOB CLEHBI, B
KauecTBe 0a30BOr0 I[BeTa, KaK IPAaBUIIO, HCIOIb3YeTCs Oeblil
LBET, HanpuMep, UCTOYHUK D65. OueBUIHO, YTO TaKoe pelieHue
MOJKET IPUBECTH K HCKAKCHHUIO IIBETa 00BhEKTa B PEaIbHOM CIICHE.

Russia, St.Petersburg, September 20-24, 2010

3. Mpobnembl UBeTONEpPEeAayu Npu peLieHnumn
ypaBHeHus peHaepuHra B RGB npoctpaHcTBe

B mpensimymeil rimaBe paccMaTpHBAIMCh OCHOBHBIE HPOOIEMBI
[BETOIEpeaaun npu BBIIOJIHEHHN KOMIIBIOTEPHOTO
MmozenupoBanuss B RGB mpoctpanctBe. B nanHoi# rmaBe Oymer
pPaccMOTpeHBl TPOOJIEMBI pEIICHUsS YPaBHEHHs pEHAEpHHra B
RGB mnpocrpanctBe. VYpaBHEHHE pEHIEpUHra OIpenelseT
SPKOCTh B HAIPaBICHUN HAOIIIOJICHHS KaK CyMMY COOCTBEHHOM
SPKOCTH  HAOJIIO1aeMOro O0BEKTa M  SIPKOCTH, PACCESHHOM
JAaHHBIM OOBEKTOM B HampaBieHud HaOmoaeHus [3, 9]. nsa
CTaTMYECKUX CLEH YypaBHEHHE PEHAEPUHIa, OIpeaesromee
APKOCTb OOBEKTAa B TOUKE p , HANPABIECHWH V U JUIS IBETOBOH

KOMIIOHEHTBI ¢, MOXHO 3aIIMCaTh CIICAYIOLUIUM 00pa3oM:

Ly(p,v.c)+

L(p,v,¢)=1(p,v,c) 1 ®
" ") = [ BSDF (5,5, )E, (5,7, c)de
”47(
TIe:
Lo(ﬁi,c) coOCTBeHHass SPKOCTb OOBEKTa B TOYKE
HaOJII0IeHNS],

o(p,v,c) — mpomyckauue (IPO3PAuHOCTH) CPEBI MEKIY
HalJII01aTesIeM 1 TOYKOM HAOII0JeH S,

BSDF( D,v, ‘7/,5) — (yHKIMS IBYHATIPABICHHOTO PACCCHBAHMS
OT MCTOYHUKA OCBELICHMs B HaIpaBleHdd V'  Ha
Habromarens,

E, (p,v',c) — JOKalbHAsS OCBEILEHHOCTh OOBEKTA B TOUKE

HAOIONCHUS] N0 HAMPABICHUIO V', CO3JaHHAs MUCTOYHHKOM
CBETa B TEJIECHOM YTIJie d.

OCHOBHBIM M aKKypaTHbIM METOJOM pCLICHUS ypaBHEHHS
peHIEpPHHTa SBISIETCSl METOJ[ TPAcCHpOBKH Jyueil. B mydeBom
MOJIX0/Ie UHTETPUPOBaHKE MO c(epe BBIMOIHACTCS MOCPEACTBOM
TPacCUPOBKM  JIydeli B  HamlpaBICHWH BCEX BO3MOXKHBIX
UCTOYHHMKOB M3JIyYCHUS, U YPaBHCHHE PEHACPHUHTa IPUHHUMAET
CIIEYIOIINHA BU:

L,(p,v,c)+
L(p,v c)—r(~ v,c 10(p ) L) @
PV )= BPC0 LS BSDF (5,5, 7, ¢)E, (5,7, ¢)
TT for all rays
rue:
E,-(ﬁﬁ',c) JIOKaJIbHas OCBELUICHHOCTh OOBEKTa B TOYKE

HAOJIIOICHUS TI0 HANIPABJICHUIO ' , CO3/IaHHAS [-M JIy9IOM.

B cmyuae wmopmemupoBanus B RGB mpoctpancTBe 1BeTa
nosepxnocreit  (BSDF(p,v,v,RGB)  u  1(p,v,RGB))
NPUBOJATCA K OJHMM YCJIOBHMSM OCBELICHHs, KaK IPaBUIIO, K
oenoMy ucTouHUKY D65. [laHHOe ympolleHHe TNPHBOAUT K
omnbke LIBETOIIEpENAYH, BBI3BAHHOU HEO/IHO3HAYHOM
3aBHCUMOCTBIO CIIEKTPAlIbHOIO cocTaBa u3ilydeHus or RGB
usera. Ha npumepe sipkocTu cBeTa, pacCessHHOIO MOBEPXHOCTHIO,
HEOJTHO3HAYHOCTH BBINISIUT CICAYIOIIUM 00pa3oM:

BSDF(p,v,v', RGB)E,(p,v',RGB) # (5)

i

RGB[BSDF (p,v,v', A)E,(p,¥',4)]

To ectb ucnonszosanue RGB npocTpancTBa U MOAETHPOBAHUS
HE TrapaHTHpYeT NpaBWIbHOW LBeTonepenauu. Cremyroouue IBa
npuMepa  BU3yallbHO  JI€MOHCTPUPYIOT — HCKQKEHHE  I[BETa,
BbI3BaHHOE BhIUHcieHUsIMH B RGB mpocrtpancrBe. Ha maHHBIX
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MpOCTBIX  NpHUMepax  pe3ynbTaThl  peHigepuHra B RGB
MIPOCTPAHCTBE CPABHUBAIOTCS C PE3YJIbTATAMU CHEKTPAIBHOTO
peHiepuHra.

B mepBoM mnpumepe KpacHBII HCTOYHHMK CBETa, 3aJaHHBIA B
BUIUMON 0O0JacTH cHeKTpa (CHEeKTporpaMMma HCTOYHHKA CBETa
MOKa3aHa Ha PUCYHKe la), ocBemaer CHEpUUECKYIO 3elCHYIO
MOBEPXHOCTh (CIEKTPaJIbHBIA KOIP(UIMEHT OTpakeHHs TTOKa3aH
Ha pucyHke 16). RGB 1Ber 3es1€HO0# MOBEpXHOCTH paccUUTaH MpH
YCIIOBUH OCBELICHHS TOBEPXHOCTU OEIIBIM HCTOYHHKOM D65.
15 1
(%] 0.8
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Pucynok 1: (a) Ciektporpamma UCTOYHHKA CBETa, (0)
CIEKTPaIbHBII KO3 PUIMEHT OTPaXKEHHs IOBEPXHOCTH.

N3o0paxenue cdepbl, OCBEIICHHOW KPACHBIM HCTOUYHHKOM CBETA,
nmoka3aHo Ha pucyHke 2. Ilockompky H300pakeHHE 3€pKaIBHO
CUMMETPHUYHO, TO AJsl yHOoOCTBa CpaBHEHHs PE3YJIbTATOB JIeBas
0JIOBUHA M300pakeHus Obuia paccuntaHa B RGB npocrpaHcTse,
a rpaBasi IIOJIOBUHA — B CIIEKTPAJIEHOM HPOCTPAHCTBE.

Pucynok 2: U3o0paxenus cdepsl. Jleas nonosuna 8 RGB
IPOCTPAHCTBE, IIPaBasi OJIOBUHA B CIIEKTPAIBHOM IIPOCTPAHCTBE.

B naHHOM mpHMepe pa3HHIA IBETOB OOYCIIOBIEHA TEM, YTO IIBET
HCTOYHUKA CBeTa B CIEHE OTJIMYAeTCs OT OIOPHOIO IIBETa,
HCIIONB3yEeMOTO UL BBIYMCICHUS LIBeTa IOBepXHOCTH. OnHaxo,
pa3HUIa [IBETOB MOXKET BO3HUKHYTH IIPU OCBELIEHUU UCTOUHUKOM
cBera TOro ke mBera. Ha cuemyiomem mpumepe Oenblif cBer
(crekTporpaMMa HCTOYHHMKAa CBeTa MOKa3aHa Ha PHCYHKE 3a)
OCBEIIaeT 3eNeHyI0 C(hepHIecKylo IOBEPXHOCTh (CIEKTpaIbHBIH
K03 GUIUEHT OTpaXKeHNUs OKa3aH Ha PUCYHKe 30).
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Pucynok 3: (a) CiekTporpamma HCTOYHUKA CBETa, (0)
CIIEKTPaIbHBIA KO3 QUIMEHT OTpakeHUSI TOBEPXHOCTH.

Ilockompky cmoekTporpamMma 0eloro cBeTa OTIMYACTCS OT
6azoBoro wucrounumka D65, xors ux RGB mnpaktudecku
COBIIAJIAIOT, pe3ynbTHpylomue 1Bera B RGB u cnekrpanbHoi
MOJIETIM OTJIMYAIOTCS APYr OT Apyra. AHAJOIMYHO PUCYHKY 2
JieBast TIOJIOBMHA W300pa)KeHHsI Ha PHCYHKe 4 ObLIa paccUMTaHa B
RGB mnpocrpancTBe, a mpaBas I0JIOBUHA — B CIHEKTPaJIbHOM
HMPOCTPAHCTBE.

Pucynox 4: M3o6paxenus cdepsl. Jleas monosruHa B RGB
MIPOCTPAHCTBE, PaBasi MMOJIOBHHA B CIEKTPAIBHOM IIPOCTPAHCTBE.

Pemenue ypaBnenus pennepunra B RGB mpoctpancTBe mMmeer
HPUHIUIHAIBHOE OTPaHMYeHHE. DTHM OIPaHUUYCHUEM SBILIETCA
HEBO3MOXKHOCTh MOJICIIMPOBAHUS JHMCIIEPCHOHHEIX 3(Q(EKTOB, TO
€CTh 3aBHCUMOCTH HalpaBJCHHA paclIpOCTPaHEHUs CBeTa OT
JUIMHBI BOJIHBI CBeTa. B cilydae IMCIIEPCHMOHHOIO pacceMBaHUs
APKOCTh B BBIOPAaHHOM HAIIPaBICHUU PaBHA HYIIO, IOCKOIBKY
pacceMBaHME  OCYLIECTBIAETCS B  OCCKOHEUHO  Y3KOM
CIEKTpanbHOM uHTepBane. IloaToMy B ciayuae AuUCIIEPCHM MMEET
CMBICIT TOBOPUTH O CHEKTPAIbHOM KO3()(HIMEHTe MPOIyCKaHHs
(oTpaskeHHs) T 3aJ@HHON JUTHHBI BOJHBI 1(13,\7, /1), TO ecTb 00

OTHOIICHUM IUIOTHOCTH IIOTOKAa IHPOIIEIIIETO (OTPaKEHHOIO)
U3JIy4eHUS K INIOTHOCTH IIOTOKA MaJaloNero U3 TydeHHs.

Qduspueckn aKKypaTHOE IIOCTpOEGHHE HM300pakeHUil CIieH,
COZIepKAIIUX AUCTICPTUPYIOIIUE IEMEHTHI, BO3MOXKHO, €CIIH IPH
MOJIENTIUPOBAHUY CIEKTpabHas 00nacTh pa3dHBaeTCs Ha OOJIBIIOE
KOJMYECTBO y3KHX CHEKTPalbHBIX obOmactell. PucyHox 5
JEMOHCTPUpPYeT  HM300paKeHHe  JIUCIIEpCHOHHOTO  IISITHA
paccenBaHMs, CO3JAHHOTO CTEKISHHOH IPH3MOIL, OCBEIIEeHHON
0enbIM KOHUYECKUM HCTOUHHKOM D65.

GraphiCon'2010
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Pucynok 5: M300paxeHue TUCIIEPCHOHHOTO ISTHA,
c¢(hOpPMHUPOBAHHOTO CTEKISIHHON NMpU3MOil. MoenupoBanue
MTPOU3BOJMIIOCH B BUIMMOM Jiana3oHe Ha 81 jMHe BOJIHBI.

AHanorn4Hplii moaxox Mor Obl ObiTh mpuMeHeH u B RGB
MPOCTPAHCTBE,  HApPUMEp, KaXJIOMY  LBETHOMY  KaHaly
COTIOCTaBUTH CBOKO JUTHHY BOJIHBI (R~620 HM, G=540 M, B=460
HM). OnHaKO Majoe KOJIM4YEeCTBO IBETOBHIX KaHauoB (R, G u B)
MPUBOJUT K AMCKPETHOCTU U300paXKEHUs, B PE3yJIbTATE YEro OHO
BBIMJISIZIUT ~ HEECTECTBEHHBIM. PHCYHOK 6  JI@MOHCTpHpYET
aHAJIOTMYHYIO MOJIeIb JIUCIIEPCHOHHOTO paccerBaHus
CTEKJISTHHOHM NMpU3MBI, BhIMTONHEHHYIO B RGB npocrpancTse.

PucyHok 6: V300pakeHne TUCIIEPCUOHHOTO ISTHA,
c¢(hOPMHPOBAHHOTO CTEKIISIHHOW MpU3Moil. MoaenupoBanue
nponsBoiock B RGB mpocTpancTse.

4. PeweHue YpaBHeHUA peHOoepuHra B
CNeKTpasibHOM NpPoCTpaHCTBe

®dusnuecku aKKypaTHOE PEIICHHE YPaBHEHUS PEHACPHHIA MOXKET
ObITh HAWJEHO TOJNBKO B  CHEKTPAIBHOM IIPOCTPAHCTBE.
TexHnueckH BO3MOXHBI TPH OCHOBHBIX CHOCO0A pEIICHHS
ypaBHeHUs peHzaepuHra (3). Bo-mepBbIX, TpaccupoBKa Jrydeit
MOYKET OBITH BBHIIIOJHEHA JUIS psijla «<MOHOXPOMATHYECKUX)» CLIEH,
ONTHYECKHE CBOMCTBA KaXJOH U3 KOTOPBIX OIpeeleHbl It
ONHOW JUIMHBI BOJIHBL. DUHANBHBIA pPE3yNbTaT — 3TO CyMMa
OTIENbHBIX «MOHOXPOMAaTHYECKHX» PacueToB. Bo-BTOPBIX, It
CIICHBI, ONTHYECKHE CBOIICTBA KOTOPOH omlpeneneHbl B MIMPOKOH
0o0acTH  CHEKTpa,  MOXKHO  TPacCHpoOBaTh  OTHAENbHBIC
«MOHOXPOMATHUYECKUE» Iy4d, TO €CThb Jy4d, 4Ybd CBOWCTBa
ompefeNeHbl  JUIi  OJHOW  JIMHBI BONHBL ~ EcTecTBeHHO,
«MOHOXPOMATUYECKUE» Iy4d JO/DKHBI  IIOKPBHIBATH  BECh
CIEKTpaJbHBIl MHTEpBal M BHOCHTH COOTBETCTBYIOILYIO YacTh
CIIeKTPAIIbHO SHEPrHH B QUHAIBHBIA pe3ynbTaT. B-Tperbux, mms
CIIEHBI, ONPEAENICHHON B IIMPOKOH 0OTaCTH CIIEKTpa, BO3MOXKHA
TPacCCUPOBKA (IOJIMXPOMATUUECKUX» JIyuell, TO €CTh JIy4el, ubu

Russia, St.Petersburg, September 20-24, 2010

CIEKTPAJIbHBIC CBOMCTBa ONPENCIICHBI BO BCEM CIICKTPAJIbHOM
unTepBane. OUHANBLHBINA Pe3yabTaT B JaHHOM Cllyyae — 3TO €CThb
COOCTBEHHO PE3YABTAT «OJIUXPOMATUIECKOTO» pacucTa.

PaccmoTpuM Gonee mHOAPOOHO IpeUMyINecTBA M HETOCTaTKU
Ka)XJ0ro u3 pemeHnil. TeXHMUECKU, NEPBOE PELICHUE BBITJISAIUT
HanOonee mpocteiM. Dopmupyercs N HE3aBUCHUMBIX CIEH (IO
YHUCIy JJMH BOJH, MHCIONB3YeMBIX B  BBIYACICHHAX) C
ONTHYECCKMMH CBOWCTBAMH, OIPEICICHHBIMU [UIsl BBIOPAHHBIX
JUTHH BOJTH. ONTHYECKUE CBOMCTBA HCTOYHUKOB CBETA 33aaIOTCS B
BUJC CIEKTPaIbHOTO  paclpe/eNieHHs IUIOTHOCTH  IOTOKa
u3nydeHns. Takod BUJ 3agaHus Haubosee yno0eH Uit T000ro u3
BUJIOB CIIEKTPAJIBbHOTO MOJEIUPOBAHMS, IOCKONBKY HCKIIOYAeT
IIMPUHY CHEKTPAIBHOIO HHTEpBaja, W CIICKTPaJbHBIC JaHHbBIC
MOTyT OBITh NPHMEHEHBl K Jr00OMy HaOopy MiMH BomH. B
pe3yibTare MOICITUPOBAHUS ¢dhopmupyercs N
«MOHOXPOMATHUYECKUX» H300paKEHHUH, KOTOpBIE MOTYT OBITH
0o0beNMHEHBl B U300paxKeHHE, COAEpXKAIee CICKTPAIbHYIO
IUNIOTHOCTH SIPKOCTH AJIs JaHHOTO Habopa AnuH BonH. [Ipumenss
Beipaxkenust (1), dopmupyercs usobpaxenne B RGB
HPOCTPAHCTBE, KOTOPOE HE COICPIKHUT OMIMOOK MpeoOpa3oBaHHs
nBera B Ipouecce  TpaccHpoBkH  Jyiydeil.  [laHHOe
(«MOHOXPOMATHYECKOE») pEIICHHEe OBII0 PEalIn30BaHO KaK
pacmmpenue mporpammHoro kommuiekca SPECTER  [10],
paboTaBiiero 10 cux nop uckiounrenbHo B RGB npocrpaHcTse.
Jns aBTOMaTHYeCKOro ()OPMHUPOBAHUS CIEKTPAIBHBIX CLEH OBLI
pazpaboraH  reHeparop  CIeH, npeoOpasyroumii  Habop
CIIEKTPAJIbHBIX JaHHBIX B COOTBETCTBYIOIIUH HA0OP HE3aBUCUMBIX
cueH. [lo okoHuaHuUM pacdeTa OTAENbHBIE H300paKEHUS
CKiaabIBaIuCh B einHoe RGB u3o0paxenue.

JlaHHOE pellIeHHEe OKa3aJoCch HEAOCTAaTOYHO 3P EKTUBHEIM,
HO3TOMY €MHCTBEHHBIM €0 IIPEHMYIIECTBOM SABIISIIACH IPOCTOTA
€ro peanus3anuu (OHO MOXET OBITh IMPUMEHEHO IPAKTHYECKH K
mobomy penzepepy). Cremyromee BO3MOXKHOE PEIICHHE 3aJadn
CIIEKTPAJbHOTO ~ MOZAENHMPOBAHUS  —  3TO  TPacCHpOBKa
«MOHOXPOMATHYECKHX»  JIydel B  CIIEKTpaJlbHOH  CIEHe.
«MOHOXpOMATHYECKHE) Jydd MCIyCKAalOTCA OIS Bcero Habopa
JUIMH BOJIH, ONpPEAENICHHBIX B CLEHE, OJHAKO B OTIMYHE OT
HpeBIYIEro CIoco0a CIeKTPaNbHOTO MOJAETUPOBAHHUS, SHEPTHs
Tydeil ompezensercss He CIEKTPaTbHOW IUIOTHOCTBIO MOTOKA, a
COOCTBEHHO  CIIeKTpalbHBEIM  ToTOKOM.  HeobxommmocTs
JICHOPMAJIM3alliH OT IUIOTHOCTH IOTOKAa K COOCTBEHHO BENMYHMHE
HOTOKa OOBSICHSETCA BO3MOXHOW HEHNOCTOSHHOCTBIO HMHTEpBala
MEXJYy COCeIHHMH [JIMHAMH BOJH, 3aJaHHBIX B CICHE.

Breipaxxenue  (6)  neMOHCTpUpyeT — HpOCTEHIIMH  Crocod
JICHOPMAaJIM3alMH CIIEKTPaIbHON IUTIOTHOCTH MOTOKA.
P = ol o5 ©

re:
@(4;) — CIieKTpanbpHas MIOTHOCTb IOTOKA P(4;).

ITo okOHYaHHMM pacyeTa MOTOK, NEPEHOCHMBIH JIydoM, oOpaTHO
HOPMHUPYETCS, 4TO THO3BOJIIET MOJYYUThb pe3yJbTaT B BHUC
CHEKTPalbHOI IJIOTHOCTU 3aJaHHOM CBETOBOM BEJIMYMHBI U
NPUMEH