
440 Kuplyakov D., Shalnov E., Konushin A.

Further Improvement on an MCMC-based Video Tracking Algorithm*

D. Kuplyakov1,2, E. Shalnov1,2, A. Konushin2

dener.kup@gmail.com | eshalnov@graphics.cs.msu.ru | ktosh@graphics.cs.msu.ru
Russia, 1Department of Computational Mathematics and Cybernetics

Lomonosov Moscow State University,
Moscow, Russia, 2NRU Higher School of Economics

The paper considers a problem of multiple person tracking. We present the approach to automatic people tracking
on surveillance videos recorded by static cameras. Proposed algorithm is an extension of [1] and is based on
tracking-by-detection of people heads. It performs data association using Markov chain Monte Carlo (MCMC).
Tracklet postprocessing and accurate results interpolation were shown to reduce number of false positives. We use
position deviations of tracklets and revised entry/exit points factor to separate pedestrians from false positives.
Finally, the paper presents a new method to estimate body position. Our evaluation shows results competitive to
modern tracking methods.
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1. Introduction
Video tracking is an open computer vision problem.
The goal is to detect all persons in video and estimate
a track for each of them. Track is uniquely specified
with the person and contains his location on every
frame where he is presented. Tracking algorithms is a
basic stage in the pipelines of video analysis systems.
Tracking allows indexing of surveillance materials,
detecting illegal actions on streets or collecting
marketing statistics.
We address a problem of fully automatic video
tracking recorded by static camera. The task has the
following formal definition: as the input algorithm uses
a video sequence from static camera {𝐹𝑡}𝑁𝑡=1 with
calibration matrix C. As the output it provides a
set of tracks: {𝑇𝑖}𝑀𝑖=1. Each track is a set of person
locations in the video, specified by bounding boxes on
the frames:

Modern multi-target tracking methods use the
tracking-bydetection approach. It consists of three
steps: 1) detection of objects on key frames; 2)
building of tracks; 3) estimation of object locations
on non-key frames.
Within the approach algorithms can be classified by
temporal context used to build results for the specific
frame. The first group uses only previous frames [2],
another additionally uses information from the next
frames in sliding window manner [1], [3]. The latter
allows to achieve better accuracy with a drawback of
increased latency.
The second key aspect is a detected object. The most
popular case is to detect whole person image on the
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frame [2], [4], [5]. In that case relatively small number
of false positives can be achieved, but occlusions
significantly reduce performance. Another variant is
to detect person head [1], [3]. It is more robust against
occlusions, but detectors tend to produce more false
positives. The third variant is to use DPM detectors [6]
and incorporate parts locations together for tracking.
The third aspect is a choice of a data association
algorithm. Association of tracking data is a merging
of detections into tracks. Usually this problem is
reduced to energy minimization, where the lower
energy describes better grouping of detections. The
next step is to find a suitable algorithm of energy
minimization. Unfortunately, chosen energy function
restricts set of inference techniques. The first group
of algorithms takes into the account only connections
between sequential detections of the track [1]–[3],
[6]. Using only pairwise and unary energy terms
allows optimization with Hungary algorithm [2] (in
case of using only previous frame information) or
min-cost max-flow technique. In case of high-order
dependencies, like introducing type of the track,
MCMC optimization is used [1], [3]. Second group use
all pairwise connections of detections in the frame by
solving generalized minimum clique graphs problem
with specially developed methods [5].
Energy terms may use different features like color,
speed, location, size, optical flow [4], etc. Many
algorithms build tracklet for each detection as an
intermediate step. Tracklet – is a part of track on
a short segment of the video. It consists of object
detection and estimates of it’s position on near frames.
Usually tracklets are the results of local tracking
algorithms. They allows to build more accurate energy
terms for the model.
In the paper we introduce an extension of algorithm
[1] (baseline). It takes origins from the work [3].
The algorithm uses the approach of tracking-by-
head-detection withMCMCdata association. With our
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modifications it outperforms baseline on tracking
quality. It’s not the first attempt to modify baseline.
In the work [7] authors use estimated 3D positions of
pedestrians to perform tracking in world coordinates.

2. Proposed algorithm
The proposed algorithm consists of 4-stage pipeline
(fig. 1). Below we describe each stage.

2.1 Detection
The tracked object of interest is a person. We
detect people heads as they are more robust against
occlusion, especially for high mounted cameras. HOG-
based detector [8] is used for the task and applied only
on key frames. F1, F1+𝑠𝑡𝑒𝑝, F1+2𝑠𝑡𝑒𝑝,... are considered
a key frames. Then detections are filtered using
camera calibration to eliminate too small or big ones,
that can’t be some person head.

2.2 Building of tracklets
The algorithm applies ”Flock of Features” [9] local
tracking algorithm to construct tracklets. It is used
to perform local tracking and constructing tracklets.
Algorithm provides a confidences of estimations, that
allows us to filter wrong ones. Local tracking tend to
increase error during the time, thus it can be applied
only in a small temporal neighborhood of the key
frame.

2.2.1 Tracklet postprocessing
A confidence value provided by the ”Flock of features”
algorithm does not allow us to detect all misses of
tracked target. Consider a person that leaves a camera
field of view (fig. 2). That causes a lot of wrong
estimations on one of tracklet’s tails within the same
location on the frames. It confuses probability model
and produces a lot of false positives, on the next stages
(section 2.4.1). We propose a postprocessing algorithm
(alg. 1), that allows to remove such wrong estimates.
It finds a group of non-moving estimates on the

Рис. 1: Algorithm pipeline

tails of tracklet. If such group of acceptable size is
found only on the one tail, it is erased from tracklet.
In case of both tails have nonmoving estimations,
we assume that the tracklet has a false positive
base detection. Thus its non-moving estimates contain
useful information. We are leaving such tracklets
untouched.

2.3 Optimization
We use the same inference method as baseline
[1], but change optimized energy function. Each

Рис. 2: Example of false positives on the tail of the
tracklet. Head hid from the view on the 8-th frame,
but local tracking were giving confident result up to
the 33-rd frame after the base detection.

Рис. 3: Graphical model of track. c𝑗 – type and d(𝑗)𝑖 –
tracklets of the track.

track is described by graphical model (fig. 3), that
incorporates type of the track, which can be one of
c𝑝𝑒𝑑 or c𝑓𝑝. That allows to filter tracks of false positive
detections. According to this following probability is
set as:

where D – a set of all tracklets in a sliding window, H
– a set of current tracks.

We propose two enhancement to increase tracking
quality by changing the following model probabilities
from the baseline:

to new ones:
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Below we describe both of them in details.

2.3.1 Position deviation
In the work [3] authors propose to use histograms of
motion magnitude to reveal false positive tracks. That
approach has several drawbacks:

— there is no way to differ slowly moving, but
covering a lot of distance, pedestrian from sticking
around the same place false positive track;

— motion magnitude estimates are very inaccurate
for nearest frames: pedestrians sometime don’t
move fast enough to move more than one-two
pixels of distance per frame, which is less than
detector and local tracking positioning precision.

To overcome these problems we take into the account
deviation of estimated locations instead of motion
magnitudes:

We take appropriate probabilities from the normal
distribution:

, where 𝜇𝑝𝑒𝑑, 𝜎𝑝𝑒𝑑, 𝜇𝑓𝑝, 𝜎𝑓𝑝 is model parameters. We
assume that false positive tracks cover less distance
than pedestrians and have smaller variance:

Introduced parameters are learned in the same fashion
as in the baseline algorithm.

2.3.2 Entry/exit border accounting
The method of building a set of entry/exit points
(border) were proposed in the baseline algorithm. It
is the set of points, where algorithm expects to detect
people entering/leaving of the camera field of view.
Instead of only limiting location of the first tracklet of
track, we will assume, that false positives don’t depend
on enter/exit border location.
As in the baseline, we have two probabilities:

The first makes tracklets to be located near the border,
the second allows equiprobable positioning on the
every point of the frame.
We are making 𝑝(𝑥(𝑗)1 ) dependent on the type of the
track following way:

2.4 Estimation of body location
As the detection is done only on key frames, we need
to get results for other frames. We split this problem
in the following way: we estimate head locations first,
then using results estimate body locations to provide
the final algorithm output.

2.4.1 Estimation of head location on non-
key frames
We propose to use local tracking results to estimate
head location for non-key frames. The baseline use
simple linear interpolation to solve this problem (fig.
4, a). Our approach will decrease positioning errors
by:

— compensation of head up/down movement while
walking;

— ability to estimate positions before the first base
detection of the track and after the last one;

— not providing results for the frames, where no
location estimates are presented; that will save
algorithm from false positives on full occlusions.

The proposed algorithm is simple (fig. 4, b): we
average location estimates from the two nearest
tracklets of track for the frame (or one tracklet for
frames before the first tracklet and after the last
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Рис. 4: Estimation of head location. There is track of
two tracklets: blue d1 and red d2. Green line is the
groundtruth track. Black line is the result of a) linear
interpolation; b) using local tracking estimations.

one). If there is nothing to average (no tracklet covers
specified frame), the algorithm produces no result.

2.4.2 Estimation of body location using
average height
Camera calibration allows us to estimate location
of feet from head position on the frame. Baseline
algorithm used assumption that human height and
size of the head are linked with constant coefficient.
But size of the detections isn’t accurate enough to
achieve robust results (fig. 5a). We propose to use
constant average height assumption to couple with the
problem (fig. 5b). The width of bounding box is still
estimated with fixed coefficient from height.

Рис. 5: Estimation of body location based on ...

3. Experimental evaluation
We have chosen TownCenter [3] dataset for experimental
evaluation. It has camera calibration, 4500 frames
with provided groundtruth tracks, including head and
body bounding boxes. Video was recorded by the high-
mounted static camera in 1920x1080x25fps format.
Standard MOTA/MOTP criteria [10] was used for
comparison. MOTA measure takes into the account
number of false positives, false negatives and identity
switches. It shows how good tracks are build. MOTP
is evaluated as an average intersection over union
measure for corresponding detection bounding boxes
of algorithm and groundtruth. Increase of measures

denote improvement of algorithm. Both of them are
bounded by 1 from the above, MOTP can’t be less
than zero. Values in tables will be given in percents
rounded to have two digits. We used IoU threshold 0.2
for head and 0.5 for body evaluation.
To avoid influence of body location estimation stage
we have evaluated algorithm on head bounding boxes
tracks groundtruth (table 1).
Table 1: Experimental evaluation on head tracks.

We were adding each modification one by one to
baseline algorithm:
1. in-extrapolation – estimation of head locations on
non-key frames using tracklets (section 2.4.1);
2. tracklet-cut – tracklets postprocessing (section
2.2.1);
3. pos-deviation – using of position deviation (section
2.3.1);
4. border-mod – modified border accounting (section
2.3.2).
The first modification allows us to increase both
MOTA and MOTP. Tracklets postprocessing allows
decreasing number of false positives significantly.
Position deviation and new border accounting allowed
more robust track construction.
Evaluation of the resulting algorithm (with all
proposed modification) on body tracks showed
significant increase of tracking quality (table 2).
Algorithm achieved performance comparable with
modern methods.
Table 2: Experimental evaluation on body tracks.
Comparison with modern methods. * means IoU
threshold is 0.3 during evaluation

4. Conclusion
We presented several modifications to the work [1]: 1)
tracklet postprocessing, 2) using of position deviation
instead of motion histograms, 3) new way to account
entry/exit border, 4) estimation of head locations
on non-key frames using local tracking results, 5)
estimation of body location with average height
assumption. Experimental evaluation showed that all
proposed modifications increase tracking quality.
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