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Abstract 
3d modeling is one of the key problems in computer graphics. 
Creating 3d models of real world objects is among tasks of 3d 
modeling problem.  One of the approaches to solving it is using 
images of the object of interest. Images are the most natural and 
easy to obtain source of information about real-world 3d object. 
So lots of research is focused on image-based 3d modeling. 
We propose an algorithm for reconstructing 3d model of object 
with a specific shape from a sequence of calibrated images with 
user interaction. The shape of the object is called “generalized 
box” and describes objects with hexahedron shape, which edges 
are polylines or curves and faces are curved surfaces. The class of 
objects described as generalized box is rather wide. It includes 
technical equipment, machinery or their parts, architectural 
buildings, a host of common everyday objects. 
User outlines some edges on several images with known camera 
calibration. First 3d edges, corresponding to their outlined 
projections, are reconstructed. Then missing 3d edges are 
obtained from known 3d edges. At last curved surface is 
constructed for each face of the model. After 3d model is 
constructed, the texture is extracted from input images. 
Keywords: Image-based modeling, Sketch, Sketch-Based, 3D 
Reconstruction. 

1. INTRODUCTION 

Creating of 3d models is a wide and popular problem. Modeling 
of real world objects is a specific task. Considerable talent, 
experience and much time are required for creating of high 
quality 3d models looking like real objects. Images contain much 
information about real-world 3d objects and are easy to obtain. 
Using images as the main source of information about object 
reduces modeling time and allows creating of high quality real 
looking 3d models. 
Fully automatic approaches are not robust and usually do not 
produce good results. That is why user input is used as additional 
source of information. Most approaches offer a small choice of 
very simple primitives [7], full modeling process is routine and 
takes much time. 
We propose an approach for reconstructing of objects with 
generalized box shape from a sequence of images with just 
several input user strokes. Technical equipment, machinery or 
their parts, architectural buildings, a host of common everyday 
objects are representatives of such objects, etc. 
First common problems and existing approaches of image-based 
modeling will be outline. Then the proposed method will be 
described and achieved results will be shown. Conclusion and 
future work end the article. 

2.  BACKGROUND 

To use images for 3d modeling we need to know a relation 
between 3d scene and 2d image, which is described by projective 
transformation. Process of estimation parameters of projective 
transformation is called camera calibration. It is a stand alone 
problem in computer vision and a bunch of various methods for 
its solving are already presented. Fully manual matching of 
corresponding points in several images produces good results but 
takes too much accurate actions from user. Automatic calibration 
of image sequence or video requires well textured scene and still 
is not robust. Calibration technique based on templates [2] 
assumes that a specific calibration object with known features, 
presents on each image. We used [10] for pattern-based 
calibration. If camera calibration is obtained, shape of the object 
might be reconstructed, 3d model might be built and rendered. 
Several main approaches for shape reconstruction from a number 
of calibrated images were already proposed. 
One of them is based on visual hull of the object [3]. This 
approach bears on voxel representation. Voxel is a 3d point in 
discrete 3d space. If the silhouettes of the object in the image is 
segmented, visual hull of the object corresponding to this image 
contains all 3d points, which projections on all images coincides 
with the original silhouettes. For high quality results views from 
all directions around the object of interest are often required. The 
quality of the final model also strongly depends on the accuracy 
of calibration. This approach usually works well for not very 
complex and not very concave objects with smooth surface 
without small details. 
Another approach is based on voxel coloring [4]. If object surface 
is not specular, then each point of the object is observed from 
different direction in same color. With projecting all points of 
voxel space onto images and checking colors of the projections a 
color voxel model of the object might be constructed. This 
approach is very exacting to time, camera calibration accuracy 
and images quality. All these requirements are hard to maintain, 
thus this approach is not widely used. 
Among other approaches there is obtaining 3d sparse points and 
fitting primitives to them [5]. Points correspond to some peculiar 
features of the object or scene that means that object or scene 
should have textures with a lot of particular features. The quantity 
of points for good results should be rather great. Manual matching 
of points is a routine task, which takes too much time. Automatic 
points estimation is still not very robust. 
One of the approaches is based on dense matching of all points in 
image and constructing 3d surface [1]. 
The only 3d modeling approach that reaches maturity to be 
implemented in commercial software is manual or automated 
matching of primitives on images [11]. 
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3. PROPOSED METHOD 

3.1 User Interface 
We have developed a 3d modeling application, which guides the 
user through the modeling process. 
 

 
Figure 1: Graphical user interface of our application. 

 
The whole modeling framework consists of 3 steps: camera 
calibration, 3d modeling with user sketches, and texturing. 
Camera calibration data can be imported or computed by 
producing automatic pattern-based calibration [10]. 
In modeling step user should outline several edges of the 
generalized box. All twelve edges are numbered, thus user should 
select edge number first. It is done by clicking at the 
corresponding edge of the help picture. 
Each edge is represented as polyline. All editing functions for 
polylines are provided. A smart auto selection of next edge for 
editing is developed. It is based on typical order of drawing edges 
on the current image. It tries to select next edge in the same face 
as the last edited edge. In case of collision the edge is selected in 
the face with the largest number of already outlined edges. User 
should outline at least three edges on at least two images. 3d 
model is interactively constructed if possible. 
 

 
Figure 2: Marked edges of the box - note the curved shape. 

3.2 Algorithms 
3.2.1 3d Edge Reconstruction 
First step of reconstruction step is building a curved 3d edge, 
corresponding to input 2d edges. Usually when it is needed to 
construct a 3d edge from two or more its projections, it is also 
necessary to know correspondence between all the points of the 
2d projections. Or at least correspondence between some points 
should be known, and intermediate points are interpolated. These 
points are triangulated [6] and 3d polyline is obtained. In our case 
we know exact correspondence only for end points of the edge. 
One way to reconstruct the 3d edge from 2d projections of that 
edge is to intersect the visual hulls of 2d projections [3]. But due 
to inaccuracy of calibration the intersection of the visual hulls 
might be wrong. Also intersection of visual hulls of polylines 
might work only for two images, because the intersection of 3d 
curve, obtained from two 2d projections, with 3d surfaces 
corresponding to other 2d projection usually produces a small set 
of sparse 3d points. Visual hull is not a good choice for complex 
polylines or small differences between cameras positions. 
Another approach [7] is based on epipolar lines. For instance, let’s 
consider the case of two images. Let a be a point in the first 2d 
polyline, F is fundamental matrix, then b = Fa is epipolar line. 
Let c be a point of intersection of b and second polyline, then 
point c is considered to correspond to point a and the triangulation 
of these points is a 3d point of the resulting 3d polyline. But there 
can be more than a single intersection, or even there can be none 
intersection. The problem of choosing the right corresponding 
point is ambiguous. The case of none intersection is also a special 
situation. Moreover some peculiarities of the second polyline 
might be missed. Also this approach in current formulation is not 
suitable for more than two images. 
We propose a new approach for estimating the correspondence 
between points of several 2d polylines or curves and constructing 
the according 3d edge. For instance, let’s consider the case of 
three input polylines. 
1. Splitting all input 2d polylines into small segments. As the 
result we obtain 2d polylines with a large number of points. 
 

 
Figure 3: Input polyline (top) and splitted polyline (bottom). 

 
Let’s consider that after splitting first polyline has n1 points with 
indices 1..n1, second polyline has n2 points with indices 1..n2 and 
third polyline has n3 points with indices 1..n3. 
2. The correspondence between points of polylines can be 
described as a 3d vector of indices. For instance, vector {k1, k2, k3} 
means that some 3d point of the 3d edge can be obtained with 
triangulation of 3 points in images: point with index k1 from the 
first polyline, point with index k2 from the second polyline and 
point with index k3 from the third polyline. 
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Figure 4: Points correspondence. 

 
We used minimization of reprojection error with gradient descent 
algorithm for triangulation [6]. 
3. Starting from the first end point. The correspondence of points 
for the first end point is known - {1, 1, 1}. Thus k1=1, k2=1, k3=1. 
The according triangulated point is the first point of the resulting 
3d edge. 
4. Triangulating points corresponding to vectors {k1, k2, k3+1}, 
{k1, k2+1, k3}, {k1, k2+1, k3+1}, {k1+1, k2, k3}, {k1+1, k2, k3+1}, 
{k1+1, k2+1, k3}, {k1+1, k2+1, k3+1} – all combinations of points 
with indices exceeding respective indices of current point no more 
than 1. For each triangulated point reprojection error is computed. 
The point with minimum reprojection error is added to the 
resulting 3d edge and becomes current. 
5. Repeating step 4 until last point is reached – {n1, n2, n3}. 
6. The resulting 3d polyline would have a great number of points. 
To reduce it we apply the following post-processing: 
6.1. Only points which correspond to any point of the original 
polyline before splitting are left. During step 1 the indices of 
original points in the splitted polyline are saved. If any of index in 
the 3d vector corresponding to the point of the resulting 3d 
polyline exists in the according set of original indices, then this 
point is left, otherwise it is removed from the polyline. 
6.2. If the array of 3d vectors corresponding to the polyline 
acquired on the previous step contains more than one vector with 
the same index from the set of the original indices, for instance, 
{k1, k2, k3} and {k1, k4, k5} and k1 is in the set of original indices, 
then only one of the 3d points corresponding to these vectors is 
left. The first criteria is the number of indices from the set of 
original indices in these vectors. For instance, if k2, k3, and k4 do 
not exist in the sets of original indices and k5 appears in the set of 
original indices corresponding to the third polyline, then the point 
corresponding to {k1, k2, k3} would be removed and the point 
corresponding to {k1, k4, k5} would be left. If all the candidate 
vectors have the same number of original indices, then the point 
with the minimum reprojection error is left and others are 
removed from the resulting 3d polyline. 
The advantages of the proposed method of reconstructing of 3d 
polyline from a number of 2d projections are: 
- Needs only correspondence for end points of the 2d polylines. 
- Does not depend on the complexity of the input polyline. 
- Is suitable for any number of images. 

- Works well on not very precise calibration. 

3.2.2 Missing Edges Construction 
On the previous step we have obtained 3d edges, corresponding to 
their 2d projections on images. 
 

 
Figure 5: Obtained 3d edges. 

 
But if the user outlined only several edges, we should construct 
missing edges. We analyze each face that has two non-parallel or 
three already constructed edges. We continue analyzing faces 
until we build all missing edges or if it is not possible. 
If face has two adjacent edges we obtain two missing edges by 
shifting one 3d edge from one end point to the other. Let’s 
consider that end points of the first edge are {x1, y1, z1} and {x2, y2, 
z2}, and end points of the second edge are {x2, y2, z2} and {x3, y3, 
z3}. Then third edge can be obtained with adding {x3-x2, y3-y2, z3-
z2} to coordinates of points of the first edge. The forth edge can be 
obtained with adding {x1-x2, y1-y2, z1-z2} to coordinates of points 
of the second edge. 
 

 
Figure 6: Missing edges construction – two adjacent edges. 

 
If face has three edges then the missing edge can be obtained with 
shifting and interpolation of the middle edge. For instance, first 
edge end points are {x1, y1, z1} and {x2, y2, z2}, second edge end 
points are {x2, y2, z2} and {x3, y3, z3} and third edge end points are 
{x3, y3, z3} and {x4, y4, z4}. Let’s consider that second edge has N 
point with indices 1..N. Then missing edge would also have N 
points and point with index i is obtained with adding ({x1-x2, y1-y2, 
z1-z2}*i + {x4-x3, y4-y3, z4-z3}*(N-i)) to coordinates of point of the 
second edge with index i. 
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Figure 7: Missing edges construction – three edges. 

 

3.2.3 Face triangulation 
After all edges are constructed the full polygonal model can be 
built. It is done independently for each of six faces by discrete 
coons patches algorithm [8]. 
Due to low number of points in 3d edges (see step 6 in 3d edge 
reconstruction) and inprecision of user sketches the faces of the 
reconstructed model can be ragged. So additional mesh smoothing 
is required [9]. 

 
Figure 8: Rendered 3d model. 

 

4. CONCLUSION 

In this paper a new method for 3d reconstruction of objects with 
generalized box shape with user interaction was proposed. Using 
this approach 3d models of a wide class of objects may be 
obtained. As a part of the method an new algorithm for 3d 
polyline estrimation from set of 2d projection on multiple images 
was proposed. This method offers several advantages with 
comparison with other methods. It can be used for reconstruction 
of other types of primitives, like pyramid, etc. 
The future directions of our work are the following: 
- Implement additional mesh smoothing [9]. 
- Develop an instrument for fast and approximate marking of 2d 
edges with automatic refinement. 
- Use proposed algorithm of 3d edge reconstruction for other 
types of generalized primitives. 
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