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Introduction

Multi-target tracking is an important computer vision
task. It implies constructing trajectories for all people
in a given video fragment. The trajectory contains a
unique identifier for every person and his position in
all frames of the video. This task is important for
many applications, for example: video surveillance,
improving pedestrian safety, marketing research. De-
spite a significant progress in recent years, humans
are still far ahead of existing automatic algorithms in
terms of solving this task.

All methods of object tracking can be divided two
big groups: visual tracking methods and tracking by
detection methods. Algorithms from the first group
can be used for all kinds of objects and don’t require
an object detector. An object’s position on the first
frame must be set manually. An algorithm then finds
objects on the following frames that are similar to the
object on the first frame. The ”Flock of features”
algorithm [2] is an example of such methods.

Unlike the visual tracking methods the tracking by
detection methods don’t require an initialization of
the object’s position on the first frame. They use an
object detector (for example, a person detector) to
find objects and then associate detections belonging
to a single object into a track. Greedy methods and
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bayesian models can be used to form tracks. The in-
ference in bayesian models can be performed using
MCMC [1] or graph cuts [3].

In case of a static camera with a known calibration
matrix, we can estimate a person’s 3D position in
world coordinates. In [4, 5] the authors used multi-
ple cameras. It allowed them to estimate 3D posi-
tions and height of all people more accurately. In [4]
a 3D appearance model was introduced that allowed
the algorithm to re-identify people more accurately,
thus improving tracking performance. In [3] the au-
thors showed that using 3D positions improved track-
ing performance. In [6] a particle-based tracker was
used to construct trajectories on the ground plane in
world coordinates.

The position and height of people is very important
information that can be obtained from the scene. It
can be used to determine the positions of people on
a location map, which is useful for video surveillance
systems.

We propose an approach to evaluate the location and
height of the person in the world coordinates from the
head location of the same person in different frames of
the video. Then we embed this method into the person
tracking algorithm [1]. Unlike other algorithms we do
not use a full body detector to evaluate a person’s
location on the ground plane.
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Proposed Method

Brief description The proposed method is a modi-
fication of the approach from [1].

We choose the key frames from the whole set of frames
{I:} with the interval step. In our experiments step =
= 5. Then a detector (see. section 44) is applied
to every key frame to find heads. In the next step
the algorithm constructs a tracklet (see. section 44)
for each head detection. The tracklet is a combina-
tion of a head’s location and its motion information
in a small video segment. All tracklets from the cur-
rent frame are added into the sliding window. Track-
lets that went out of the sliding window are removed
from it. After that the set of trajectories T is up-
dated using new tracklets. They are added to exist-
ing tracks or form new ones. Then final results are
formed for the frames that are between the key frame
in the middle of the sliding window and the follow-
ing key frame. A track contains a head’s position on
the image, legs’ position and height of a person on
every frame he was detected on. T = {T;}, T; =
= {(xgl)a yt(l)7 wt(l)7 hgl)v Xt(l){Yt(Z)’ Zt(l)v Ht(l))}v i

=1,J, where zﬁ”, yt(z), wgl), hgl) - head’s bounding box
)

parameters on the frame ¢, Xt(i), Yt(i), Zt(i - legs’ po-

sition in world coordinates, Ht(i) - height.

In the following sections a more detailed description
of the algorithm is provided.

Finding people
The proposed algorithm is aimed for people tracking.
Therefore we use a HOG based head detector to detect

people on each frame. It performs better than a full
body detector in case of occlusions [7].

Building tracklets

The algorithm constructs a tracklet for each found
head in the key frame. A tracklet is an object that con-
tains information about the detection’s location and
its velocity estimates in a small video segment. We use
the Flock of Features visual tracking algorithm [2] to
construct it. It uses only one detection and tracks it
forward and backward in time for several frames. In-
formation about the detection includes a time stamp,
parameters of the bounding box, its size and detector
confidence. For more details see [1].

Estimation of a person’s 3D position In this
section we describe the modified part of the base al-
gorithm. All other parts of the proposed method are
almost the same as the corresponding parts of the base
algorithm.

Our goal is to In order to embed three-dimensional co-
ordinates into the algorithm. In order to achieve that
we propose an algorithm to solve the task of estimat-
ing a single person’s position and his height knowing
his head’s coordinates in the image.
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Figure 1: Visualization of the introduced variables.

Let {;,¥i,8:},% = 1,N be the head’s position and
its size on several frames, N - number of frames the
current person was detected on. P - the camera cali-
bration matrix. A,y - a perpendicular to the ground
plane. R - the ratio of the person’s height and his
head’s size (one of the algorithm’s parameters, for all
people it is the same). We use R equal to 6.5 in
our experiments. Formally, our goal is to estimate
the three-dimensional position of the person on Ag,:
{X;,Y;,Z;},i=1,N and his height H.

Let’s consider two approaches to solve this task: in-
dependently on each frame, jointly on all frames.

Position estimation on a single frame Lets in-

troduce notations:

— Xyoot = [X,Y, Z,W]T are the homogeneous coor-
dinates of the person’s feet in the world coordi-
nates.

— Xiop are the homogeneous coordinates of the top
point of the person’s head in the world coordinates.

— XZtop are the homogeneous coordinates of the top
point of the person’s head on the image.

— H is the person’s height in world coordinates.

— Xpottom are the homogeneous coordinates of the
bottom point of the person’s head in the world
coordinates.

— Tpottom are the homogeneous coordinates of the
bottom point of the person’s head on the image.

— [y is the horizontal line on the image that goes
through xop.

— o is the horizontal line on the image that goes
through Zpottom-

— [ is the projection of the vertical line going through
X oot onto the image.

These notations are shown on the figure 1.

The lines I; and I3 can be computed by selecting two
points on the head’s bounding box. To compute the
line [ we must find the vanishing point of the vertical
lines that are orthogonal to the ground plane. It can
be found as shown in [8]:

V =PAg (1)
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Thus, [ can be found using V' and the center of the
head’s bounding box.

Xfoor lies in Agp:
AgpXfoot =0 (2)

Normalization constraint on the last coordinate of
Xfoot:
W=1 (3)

The top point of the head can be found as:
Xtop = Xfoot + HAgy (4)

Ttop 18 a projection of Xy,, onto the image:
Trop = PXtop (5)

The bottom point of the head can be found as:

R—-1
Xbottom = Xfoot + THAgp (6)

Tpottom 1S & projection of Xpotrom onto the image:
Thottom = PXbottom (7)

Tiop lies on Iy:
llxtop =0 (8)

Thottom li€s on la:
l2xbottom =0 (9)

Zyop lies on I
[2t0p =0 (10)

Let’s solve the system (2) - (10) with respect to
XY, Z H. It can be transformed into the system of

linear equations with the square non-singular matrix
M and the right side b:

MXT‘BS = ba Xres - [X,Y, Za H]T Xres - Mﬁlb
(11)

Estimating position on multiple frames If the
person’s positions on multiple frames are known then
we can use the algorithm described in the previous sec-
tion for every frame separately and average the values
of height, computed for each frame.

We consider the person’s height to be a constant for
each person (if his doesn’t jump, crawl or lie down).
This assumption can be used to smooth errors that
come from solving the system (11) for each frame sep-
arately. Despite the fact that the system (11) can be
solved exactly, errors occur due to slightly inaccurate
results produced by the detector.

This problem can be formulated as the system of lin-
ear equations that is a union of systems of the form

(11) for every frame with a common variable H, cor-
responding to the person’s height.

MauXan = baty, Xau = [X1,Y1, 21, , Xn, Yn, Zn, H)"

(12)
The size of Mgy is 4N x (3N + 1), therefore the sys-
tem (12) is over-determined and can only be solved
approximately. One of possible approaches to solve it
is to minimize the norm of the residual || My X —bay |-
In the current work we used the L-1 norm because it is
more stable than the L-2 norm if there are outliers in
data. We reduced this optimizations problem to the
linear programming problem and solved it with the
simplex method.

Our experiments show that in order to achieve the
best results it is necessary to set different weights for
the equations (2) - (10), that is to multiply them by a
certain number. These weights show how strong the
impact of every equation is on the residual while ap-
proximately solving (12). Those equations that must
be satisfied very precisely should have larger weights
compared to the rest. The equations (2) and (10) were
multiplied by 1000, others were left without changes.

Building trajectories In this section an algorithm
to combine tracklets into trajectories is described.

Let D be a set of all detection in the sliding window.
H - a hypothesis that defines how D is divided into
trajectories, that is: H = {T1,..., T}, T; = {d},}, dJ, -
the nt" detection of the j* trajectory. Now we define
a generative model for detections and trajectories:

p(D, H) = p(D|H)p(H) (13)
We need to find:

H* = argmaxyp(D, H) (14)

This probabilistic model is almost the same is the
model from [1]. The inference is performed using
MCMC. The only difference is that the legs’ position
in world coordinates is used while computing the likeli-
hood of the trajectory hypothesis. The legs’ positions
are computed using the algorithm from the section 44.
Besides, it is necessary to translate the velocity esti-
mates in tracklets from the image coordinates to the
world coordinates. For more details see [1].

Experimental evaluation

The aim of the experimental evaluation is to compare
the base algorithm [1] with its modification. The mod-
ified part consists in estimating people’s positions and
height in world coordinates and using this informa-
tion for tracking (see sections 44 and 44). We want
to find out how the usage of world coordinates affects
tracking performance.
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We use the TownCenter dataset for numerical com-
parison of the proposed algorithm with the basic one.
It is a high resolution (1920 x 1080/25fps) video,
framed from a static camera. The calibration matrix
for the camera and the ground truth are provided.
The method is implemented in MATLAB using C++
MEX-functions. The time the algorithm needs to pro-
cess 1000 frames using the head detector once in 5
frames is ~ 4 hours on a computer with Inter Core i7,
12 GB RAM.

To evaluate the quality of the algorithms standard
metrics like precision and recall along with the
CLEAR MOT [10] group of metrics were used: FP
- number of false positives, FN - number of false neg-
atives, ID - number of identity switches, MOTA - a
total error that takes into account FP, FN and ID;
MOTP shows how close the trajectory lies to the real
person’s position obtained from the ground truth.

The results are shown in the table 1. All metrics were
computed in the image space.

Algorithm | Base | Modification

Precision | 80.7 71.4
Recall 4.7 75.6
FP 2609 4407
FN 3696 3567

ID 22 43
MOTA 56.6 45.0
MOTP 47.2 47.2

Table 1: Comparison of the base and the modified
algorithm.

Analyzing results

The experimental results show that the proposed
method can successfully estimate a person’s leg posi-
tion and his height in world coordinates. However, the
proposed method shows slightly lower accuracy than
the base method. The main drawback of the proposed
method of finding positions of people in world coor-
dinates is the necessity to know the ratio between a
person’s height and his head’s size. The head detector
produces bounding boxes that may have different size.
They may be shifted from the head’s actual position.
These reasons can lead to errors in estimating the leg
position and height.

Conclusion

In this work we proposed a new method of estimat-
ing the position in world coordinates and height of a
person using his head’s position on the image. Based
on this method we design a modified version of the
people tracking algorithm that can find trajectories
and persons’ heights in world coordinates. Despite
some shortcomings, this approach allows us to use 3D

Figure 2: An example of tracking results.

positions of people for tracking. The further develop-
ment of the algorithm may include: code optimization,
adding new factors to the probabilistic model (appear-
ance, foreground [12]), expanding the method in order
to process scenes filmed from multiple cameras [11] (in
this case we don’t need to know the ratio between the
head size and the full body size).
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